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# **INTRODUÇÃO**

A acelerada integração de sistemas de Inteligência Artificial (IA) em diversas áreas da ciência e da tecnologia, vem impulsionando avanços expressivos nos últimos anos. Entretanto, o uso de ferramentas de IA também gera preocupações, especialmente no que se refere à falta de transparência de seus algoritmos (Almeida, 2024). Esse contexto favorece a proliferação de desinformação no campo da ciência, comprometendo nossa capacidade de distinguir fatos em meio a um grande volume de conteúdos enganosos. Modelos avançados de linguagem (LLMs) são capazes de elaborar textos que simulam a escrita científica, ao mesmo tempo em que *deepfakes* criam imagens e vídeos falsos que parecem reais. Combinações deletérias como essa, encontram potencial de distribuição ampliado em redes sociais, abalando a confiança nas instituições e nas publicações acadêmicas, podendo confundir tanto especialistas, quanto o público leigo (De Souza; Santaella, 2021). Diante disso, este relato de pesquisa se propõe a investigar como a IA pode favorecer a promoção de inverdades na divulgação científica e o quanto o seu uso irresponsável ou malicioso tem criado um cenário sem precedentes, com consequências desastrosas para a reputação da ciência e para a sociedade como um todo.

# **METODOLOGIA**

Para o desenvolvimento da pesquisa foi adotada uma metodologia de revisão bibliográfica com base em documentos publicados entre os anos de 2017 e 2025, em bases indexadas como SciELO, Google Acadêmico e *Web of Science*. Foram selecionados artigos que investigam a interseção entre IA e desinformação, com foco na divulgação científica (Telles, 2025). O trabalho foi centrado na busca de evidências da existência de mecanismos pelos quais os sistemas automatizados contribuem para a veiculação de publicações enganosas.

# **RESULTADOS E DISCUSSÃO**

A análise dos dados obtidos evidenciou que, embora a IA seja um recurso potencializador do progresso científico, os riscos por ela oferecidos, entre eles a geração e disseminação de informações falsas, impactam profundamente a ciência. Os riscos são diversos e incluem a capacidade que LLMs têm em produzir textos que podem conter interpretações incorretas de informações ou menções a documentos inexistentes; e a elaboração de *deepfakes* científicos, mediante a criação ou manipulação de imagens e vídeos realistas, que distorcem fatos e produzem material fraudulento (Cai *et al*., 2025). Os danos são expandidos nas redes sociais, onde conteúdo científico falso, gerado com o auxílio de IA, é facilmente compartilhado e curtido em níveis comparáveis aos de artigos verdadeiros, especialmente quando impulsionado por contas automatizadas. Além disso, a criação de "câmaras de eco" e de "bolhas de filtro", alavancada por algoritmos gerados por IA, fortalece discursos de ódio e narrativas negacionistas, inviabilizando fontes confiáveis e levando à disseminação desenfreada de narrativas falsas (Menezes *et al*., 2023). Assim, a desinformação gerada ou amplificada por IA, alimenta um ceticismo generalizado, já que a exposição recorrente a informações contraditórias ou falsas, fomenta a desconfiança excessiva do público (Natal, 2024). Ademais, ainda sobrecarrega os profissionais comprometidos com a popularização da ciência que, além de comunicá-la, também precisam se ocupar em desmentir mitos e a educar sobre como identificar os formatos sofisticados de geração de conteúdos imprecisos e/ou enganosos – o que torna o trabalho muito mais complexo. Apesar dos grandes riscos, a IA também pode ser uma aliada contra a desinformação, atuando na detecção de *deepfakes* e na checagem de fatos (Bhering, 2024) No entanto, esses recursos constantemente disputam espaço com os geradores de conteúdos falsos, além de possuírem certas limitações que podem comprometer sua eficiência, como vieses algorítmicos e vulnerabilidade à influência de fontes de dados incompletas ou desatualizadas (Almeida, 2024). Diante desse cenário, torna-se fundamental exigir transparência das plataformas quanto ao funcionamento dos algoritmos, capacitar o público para reconhecer e questionar informações produzidas por IA e fomentar tecnologias eficazes contra a manipulação de informações.

**CONSIDERAÇÕES FINAIS**

A capacidade da IA de gerar e propagar desinformação configura um panorama de risco considerável para a divulgação científica, que pode comprometer cada vez mais a credibilidade da ciência. Para enfrentar esse desafio, é essencial a criação de estratégias que combinem a implementação de diretrizes de utilização responsável de IA, o fortalecimento da educação midiática e da alfabetização científica, juntamente com um investimento contínuo no desenvolvimento de tecnologias de combate à desinformação. Em um mundo em que a distinção entre fatos e conteúdos falsos se torna cada vez mais complexa, a divulgação científica deve ser um meio eficaz de garantir que o conhecimento científico se torne cada vez mais acessível e confiável.
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