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**Introdução:** Modelos de aprendizado de máquina supervisionado são métodos inferenciais que podem prever um valor numérico ou dicotômico baseando-se em padrões já observados. Porém, ainda é escassa a existência de *softwares* livres, os quais auxiliem médicos e demais profissionais da saúde no diagnóstico de doenças. **Objetivo**: O projeto tem por objetivo oferecer uma plataforma gratuita, embasando-se no processo de aprendizado estatístico, para a classificação das doenças: diabetes, hipertensão e ataque cardíaco, por intermédio da informação de covariáveis explicativas. **Metodologia:** O banco de dados utilizado coleciona três tabelas a respeito da avaliação de médicos especialistas para o diagnóstico da hipertensão, do ataque cardíaco e da diabetes para 26.082, 26.082 e 70.691 pacientes, nesta respectiva ordem, com a informação de covariáveis que estão relacionadas às contrações das doenças. Para avaliar os doentes e sadios, utilizou-se do algoritmo supervisionado denominado *LIGHTGBM*. Ademais, para encontrar as configurações que auxiliaram na previsão adequada do modelo escolhido, utilizou-se do processo de otimização bayesiana. Por último, elaborou-se um autêntico *framework* estatístico, por meio da linguagem Python. **Resultados e Discussão:**  Primeiramente, para a construção do diagnóstico da hipertensão, o classificador foi eficaz em atingir uma acurácia de 100% após utilizamos do método bayesiano para encontrar a melhor configuração da predição. Com isso, ao inserirmos as covariáveis relacionadas aos biotipos dos pacientes e resultados de exames de rotina, conseguimos evitar a presença de falsos positivos ou falsos negativos dentro da matriz de confusão dos dados de teste do modelo. Em adição, para o diagnóstico do ataque cardíaco, também foi possível uma acurácia de 100% nas classificações ao utilizarmos das covariáveis relacionadas aos perfis dos pacientes, localidade e histórico familiar. Por consequência, a matriz de confusão evidenciou uma perfeita predição dos pacientes sadios e doentes na amostra de teste do modelo. Em contraste, para o cenário de predição da diabetes, o processo retornou uma acurácia de 75,17%, com o suporte das covariáveis relacionadas aos perfis dos pacientes e histórico familiar. A matriz de confusão nos dados de teste informou que, do total dos pacientes no conjunto de avaliação, cerca de 10,41% foram falsos positivos e 14,42% foram falsos negativos. Por fim, todas as variáveis utilizadas foram inseridas em uma estrutura do tipo formulário e, após a inserção dos valores, foi possível obter uma classificação para cada doença acompanhada do valor de acurácia como suporte para a tomada de decisão. **Considerações Finais:** Neste trabalho foram abordados três casos de diagnóstico de doenças pertinentes na saúde humana. Para a avaliação da hipertensão e ataque cardíaco, foi alcançado uma acurácia de excelência e nenhum erro na matriz de confusão. Para a diabetes, o classificador retornou uma acurácia menor, porém com resultados ainda satisfatórios. Por fim, por meio de códigos e estruturas interativas, construiu-se uma plataforma gratuita através da inserção de dados e previsão instantânea da ocorrência de cada uma das enfermidades.
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