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Missing Financial Data in Brazil

Ramiro Haase†

Abstract This study addresses the challenges of missing financial data in Brazil and
its implications for asset pricing and corporate finance research. We propose combining
information from multiple data sources, to generate a comprehensive dataset of firm
characteristics. Our approach consists of using a two-step procedure, that leverages
cross-sectional and time-series dependencies, to impute the missing data of three dif-
ferent data sources. After that, we compute the first principal component of a PCA of
each firm characteristic to generate our combined dataset. Through an empirical anal-
ysis of the Brazilian market data, we demonstrate the effectiveness of our approach in
mitigating the impact of missing data. Our findings highlight the importance of consid-
ering multiple data sources and implementing robust imputation methods to enhance the
reliability and accuracy of financial research in Brazil.
Keywords: Missing data; firm characteristics; asset pricing; PCA.
JEL Code: C22, C38, G12.

1. Introduction

When studying asset pricing using Brazilian data, we face a considerable
problem with the availability and quality of data on firm characteristics. Only
recently in Brazil, in 2010, it became mandatory to report transactions and
events following the International Financial Reporting Standards (IFRS). So,
when researchers and practitioners want to use a considerable number of firm
characteristics for a lot of stocks and/or a long period of time, missing data
becomes a considerable problem that can induce bias in researches. If Asset
Pricing and Corporate Finance researchers choose to use only fully observed
data they are subject to selection bias as firm characteristics are not missing at
random. On the other hand, using simple imputation methods (cross-sectional
mean, last observed value) can induce omitted variable bias as firm charac-
teristics depend both on the past and cross-section information (Bryzgalova
et al., 2022; Freyberger et al., 2022).

Researchers can access firm characteristics data like balance sheet and
income statement information for Brazilian companies from a number of dif-
ferent sources. However, each of these different sources has a number of prob-
lems with the supplied data, regarding the availability and quality of this data,
as we show later in this paper, which can be a headache for researchers. If
those problems are not properly addressed, they can induce bias in research
results when using these datasets. Moreover, the data is not consistent across
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the different data sources. And is not the case that one data source is strictly
preferred over the others. Each data source has it’s own problems, different
patterns of missing, for each firm characteristics. This makes comparing re-
sults from papers which use different data sources difficult. This is specially
true for the Brazilian case where researchers do not have a consensus on what
is the best data source for firm characteristics of public traded companies. In
comparison, in the US most researchers use the Compustat data and so results
are somewhat more comparable.

Bryzgalova et al. (2022) propose a imputation method designed with fi-
nancial data in mind. Their method is a expansion on the work of Xiong and
Pelger (2023) and consists of a two-step procedure that uses cross-sectional
and time-series dependencies in firm characteristics to generate a fully ob-
served firm characteristics data-set that does not impose look-ahead bias in
future research using the imputed dataset.

Our novel approach consists of combining information from different
sources. In our application of the procedure proposed by Bryzgalova et al.
(2022) to Brazilian firm characteristics, we use three data sources, Econo-
matica, Quantum and Compustat. These data sources offer the same firm
characteristics but with different problems in the data of each. Each firm char-
acteristic has a different missing pattern and amount of missingness in each
of the three data sources. Moreover, none of the three data sources have the
same number of companies available. To that end, we propose the combine
use of these data sources in our estimations, using information from one to
help estimate the other. That means that if we are interested in certain num-
ber of firm characteristics, we have three times as many firm characteristics
in our data panel, with the same firm characteristics being collected across
the three data sources. With that, we greatly increase the the cross-sectional
information used in the estimation of our model. After the model is estimated
using this merged dataset, we impute the missing data on each of the different
data sources, Economatica, Quantum and Compustat. In future applications
we can use these imputed datasets in two different ways. We can use one of
those imputed datasets directly. Or we can generate a combined imputed data
source. The later is our preference, and we propose generating this combined
data source using the first principal component of a PCA of each firm char-
acteristic and it self in all the three data sources. To illustrate, suppose we
are interest in using Total Assets in some corporate finance or asset pricing
research. We would first estimate the imputation model using the the Total
Assets of all stocks from the three different data sources, that is, we would
have Total Assets three times in our panel, one from each source. Than we
should use the estimated model to impute the missing values of Total Assets
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in each of the data sources. Finally, we compute the first principal component
of the Total Assets with the three different imputed Total Assets. This result-
ing variable is our Total Asset from the combination of the three imputed data
sources.

In this research, we estimate the imputation procedure proposed by Bryz-
galova et al. (2022) and performed forecast comparisons of the model with
benchmarks to a dataset of nine firm characteristics from Brazilian stocks
collected from three different sources. We than use this model to generate a
combined dataset that uses information from the three data sources. 1 In Sec-
tion 1, we presented the Introduction of this paper. In Section 2, we present the
two-step imputation method form Bryzgalova et al. (2022). In Section 3, we
present our data for the Brazilian market and the empirical strategies applied
during the execution of our forecasting exercise. In Section 4, we present and
discuss the preliminary results found in this study. Finally, in Section 5, we
present the conclusions of this study.

2. Method

Our dataset of quarterly observed, firm characteristics can be represented
in the three-dimensional vector:

Ci,t,l

where we have that:

• Cross-section of stocks i = 1, . . . ,Nt ;2

• Time-series t = 1, . . . ,T ;

• Different characteristics l = 1, . . . ,L;

We will use a upper index notation to signal that we are fixing any one of
these three dimensions and selecting a two dimensional matrix of the data.
As an example, we can select the matrix Ct

i,l , the Nt × L matrix of charac-
teristics at time t. Bryzgalova et al. (2022) exploits both the Cross-sectional
(XS) dependency and the Time-series (TS) persistence. This in turn allows
for general endogenous missing patterns. In the first step of our model, we

1We use this resulting imputed data panel in other Asset Pricing research to estimate a modified
version of the Stochastic Discount Factor proposed by Andrews and Gonçalves (2020) for the
Brazilian market.

2The subscript t in the number of stocks, Nt , denotes that we can have a different number of stocks
at each time t, as is indeed the case in our sample.
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add cross-sectional information in our model by estimating a K-factor model
for each t, with F t ∈ RNt×K and Λt ∈ RL×K as follows

Ct
i,l = F t

i (Λ
t
l)
⊤+ et

i,l (1)

Without any missing value we would be able to estimate F t and Λt as the
eigenvectors of the K largest eigenvalues of the L×L matrix

1
Nt

Nt

∑
i=1

Ct
i (C

t
i )
⊤

that is, a simple PCA. However, due to the presence of missing data, we fol-
low Xiong and Pelger (2023) and compute L×L “characteristic covariance
matrix” as

Σ̂
XS,t
l,p =

1
Qt

l,p
∑

i∈Qt
l,p

Ct
i,lC

t
i,p (2)

Where Qt
l,p is the set of all stocks that are observed for the two characteristics

l and p at time t.3

The characteristics loadings Λt are estimated as the scaled eigenvectors
(V̂ t ) of the K largest eigenvalues (D̂t ) of Σ̂

XS,t
l,p

Λ̂
t = V̂ t (D̂t)1/2 (3)

The characteristic factors F t are estimated from a regularized ridge regression
on the loadings

F̂ t,γ
i =

(
1
L

L

∑
l=1

W t
i,lΛ̂

t
l
(
Λ̂

t
l
)⊤

+ γIK

)−1(
1
L

L

∑
l=1

W t
i,lΛ̂

t
lC

t
i,l

)
(4)

Where W t
i,l is 0 if characteristic l is missing for stock i at time t and 1 if it is

observed. γ ⩾ 0 is the regularization parameter. Missing values are imputed
with the estimated common component

F̂ t,γ
i

(
Λ̂

t
l
)⊤

In the second step of our estimation, we proceed to add the time-series
information (TS) of our data-set and combine it with the cross-sectional (XS)
estimations of the previous step. In this second step, Bryzgalova et al. (2022)

3Note that we do not exclude l = p and that |Qt
l,p|⩽ Nt by construction.
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propose two possible time-series models, a backward cross-sectional model
(B-XS), which relies only on past observed information, and a backward for-
ward cross-sectional model (BF-XS), which uses past and future informa-
tion.4

Given our estimates for the cross-sectional characteristics common com-
ponent, F̂ t,γ

i

(
Λ̂t

l

)⊤
, obtained in the first step, we use a time-series regression

to estimate β l,t for each combination of firm characteristic l and stock i as:
Backward Cross-Sectional Model (B-XS)

Ĉl,B−XS
i,t =

(
β̂

l,t,B−XS
)⊤(

F̂ t
i
(
Λ̂

t
l
)⊤

Ct−1
i,l êt−1

i,l

)
(5)

Backward-Forward Cross-Sectional Model (BF-XS)

Ĉl,BF−XS
i,t =

(
β̂

l,t,BF−XS
)⊤(

F̂ t
i
(
Λ̂

t
l
)⊤

Ct−1
i,l êt−1

i,l Ct+1
i,l êt+1

i,l

)
(6)

Where êt−1
i,l =Ct−1

i,l − F̂ t−1,γ
i

(
Λ̂

t−1
l

)⊤
. Other models are used as benchmark:

Cross-sectional (XS)

Ĉl,XS
i,t =

(
β̂

l,t,XS
)⊤(

F̂ t
i
(
Λ̂

t
l
)⊤)

Time Series (B)

Ĉl,B
i,t =

(
β̂

l,t,B
)⊤(

Ct+1
i,l

)
Previous Value (PV)

Ĉl,PV
i,t =Cl

i,t−1

Cross-sectional Median (XS-M)

Ĉl,XS−M
i,t = 05

We estimated all our models for our sub-sample and we proceed to per-
form a forecasting exercise to evaluate the performance of these models com-
pared to each other.

4The results of the empirical investigations of Bryzgalova et al. (2022) suggests that the BF-XS
produces the best forecasting results. This is indeed the case in our results also. Nevertheless,
given that we do not want to be at risk of inducing look-ahead bias in our imputation of the
missing values, we opted to only use the B-XS model in our data imputation.

5We use rank normalized data to the interval [−0.5,0.5], and so 0 is the cross-sectional median,
see Section 3.
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3. Data and Empirical Strategies

In our empirical investigation, we will use the procedure proposed in
Bryzgalova et al. (2022) to investigate the forecasting capability of differ-
ent models using firm information from Brazilian stocks. We start this sec-
tion with a introduction of our dataset. We use as our firm characteristics the
following 9 firms fundamentals, which are constructed following Gonçalves
(2021):

• (Ai,t) Total Assets.

• (Bi,t) Total Book Debt: Current + Non-current Liabilities.

• (BEi,t) Book Equity - Davis et al. (2000): Net Equity.

• (Ci,t) Cash and Short-term Investment: Cash and Cash Equivalents
+ Investment.

• (Ei,t) Income Before Extraordinary Items: Net Income.

• (GPi,t) Gross Profit - Novy-Marx (2013).

• (MEi,t) Market Equity.

• (POi,t) Net Payout - Boudoukh et al. (2007): (∑ Earnings) × Outstand-
ing Shares.

• (Yi,t) Total Revenue: Net Revenue.

Our dataset is collected form three sources, Economatica, Quantum and
Compustat. It consists of information of Brazilian stocks firm characteristics
with 104 time observations of quarterly data, starting in the first quarter of
1997 up to the final quarter of 2022. Our data was collected giving prefer-
ence for consolidated information, but when this was not available, we use
non-consolidated information. For the appropriate characteristics, informa-
tion was collected in Brazilian Real, in units with fourteen decimals. We
have information on stocks that are/were traded in the B3, and formerly in
the BM&FBOVESPA, stock exchanges, but we exclude information on firms
of the Financial and Utilities Bovespa Business Sector, following Gonçalves
(2021). Data was deflated to prices of the fourth quarter of 2022 using the
IPCA (BCB series 433).

The three data sources offer the same 9 firms characteristics, but they
are very different in terms of problems with data. To that end, we use all
data sources in our estimations, using information from one to help estimate
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our imputation method for the others. With that in mind, we end up 27 firm
characteristics, the same nine as before but for each of our three datasets. In
what follows we will describe our data sources and the problems with each
one.6

From Quantum, we have 567 individual stocks, this small number of
firms, even for the Brazilian market is one of the first problems. We were not
able to obtain data from Quantum for much of the companies in Brazil who
stop being publicly traded during our sample period. From Economatca we
have 1,399 individual stocks, including much of the companies that stopped
being publicly traded during our sample for one reason or another. We com-
bine these datasets considering only stocks i that have at least one observation
of one characteristic l in at least on time t for both data sources. This amount
to 555 individual stocks. Some stocks in our sample are traded for all the
spam of our analyzed period, however, most stocks are not. Some stocks start
being traded at some time t in the middle of our sample, some stocks stop be-
ing traded at some time t in the middle of our sample and finally some stocks
start and stop being traded inside our sample period. To make sure that we are
only looking at “true” missing values, that is, missing values that occur inside
the trading period of a stock, for each stock i, we removed all dates before
first non-missing observation and all dates after last non-missing observation.
That is, we consider that a stock i started being traded at the first time t for
which we have a characteristic l observation and that a stock i stopped being
traded at the last time t for which we have a characteristic l observation for it.
In Table 1 below, we have the number of stocks and total lines of information
we would have if we chose to work with only fully observed data instead of
applying the chosen imputation method. We would lose more than 20% of the
number of different stocks and more than 50% of the total information.

Table 1
Amount of Stocks

Source Stocks Stocks* % Total Lines Total Lines* %
Quantum 555 437 0.79 44,232 21,075 0.48
Economatica 555 436 0.79 41,925 15,472 0.37

Number of stocks and total lines of stock i time t information when using the
proposed imputation method versus when using only fully observed data

(marked as *).

In Figure 1 below we have the evolution in time of the amount of stocks in
each of our sources and in our combined sample. We can see a clear upwards
trend in the number of stocks of each sample, it stars with a small number of

6Data from Compustat was just recently added and will be commented on the next draft.
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stocks, and it peaks close to the end of our sample. This is expected given the
development experienced by the Brazilian capital market after 1994. How-
ever, we also see that the number of stocks fluctuates considerably. This is
because for some firms in our sample, especially before 2011, we only ob-
serve some characteristics at their balance sheets at one quarter per year. We
can see that even towards the end of our sample, there are still a lot of stocks
for which firms we do not observe at all quarters.

Figure 1
Amount of Stocks

In Figure 2 below, we show that the two sources of data have different
patterns of missingness in our analyzed period. The data from Economatica
shows a downward trend in the amount of missing for most characteristics, ex-
cept for Ci,t (Cash and Short-term Investment), which is missing for all firms
in our sample until 2010. We have a considerable amount of firms for which
we do not observe some of the characteristics at all quarters of the year. This
is evident by the frequent dips in the missing percentage of some characteris-
tics up until 2010. The fluctuation in the amount of missing is greatly reduced
after 2011 for mos characteristics and we finally have the first observations
of Ci,t . These unwanted problems are reduced in the final stretch of sample
because in 2010 we have the mandatory full adoption in Brazil of the Interna-
tional Financial Reporting Standards (IFRS), which improved the quality of
the financial reports provided by firms in Brazil. Data from Quantum fluctu-
ates much more, with some characteristics having no observed values for any
stocks at some quarters, and the missing patterns do not appear to improve
over time.
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Figure 2
How much data is missing in each source

In Table 2 below we have, by characteristic and data source the amount of
missing observations in our dataset. We observe that in general, the amount
of missing data per characteristic is lower in the Economatica data than in the
Quantum data.

Table 2
Missing Data

Characteristic Quantum Economatica
A 0.31 0.16
B 0.38 0.24

BE 0.31 0.23
C 0.38 0.52
E 0.32 0.23

GP 0.32 0.23
ME 0.23 0.21
PO 0.25 0.01

Y 0.38 0.24
Ratio of missing observations of each characteristic and data source.

In Figure 3 below we have a different visualization of the missing pat-
terns of our data. In each quadrant of Figure 3, we have a matrix that repre-
sent a quarter in our sample, with stocks as rows and firms characteristics as
columns. The Quantum data is located in the right column and the Economat-
ica in the left column. In these matrices, if we observe the firm characteristic
for one stock, we fill that row/column combination with 1, if otherwise we are
missing the information for that stock-firm characteristic combination, we fill
the respective spot with 0. We can see that characteristics are not missing at
random, with some stocks and some firms being more prone to have missing
data.
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Figure 3
Missing Pattern Quantum/Economatica

We would also like to highlight another problem when using these data
sources “straight off the shelf” to study Brazilian firms. In Figure 4 bellow
we have the evolution of each characteristic l for one single stock i from,
the pharmacy chain RaiaDrogasil SA (RADL3). We can see that, with some
missingness, we have data for this stock from the Quantum data source since
the late 90s. From Economatica we only start observing some characteristics
in 2014, while ME (Market Equity) and PO (Net Payout) are observed, like
Quantum, from the late 90s. Also, most characteristics for this stock seem to
go through a jump in level around 2010. Investigating further we found that
two different companies Raia and Drogasil, merged at the second semester of
2011 with The Administrative Council of Economic Defense (CADE) unan-

10



Man
usc

rip
t

Missing Financial Data in Brazil

imously approving the merge in the first quarter of 2012. It appears that the
Quantum data source uses one of the firms as base for the data in quarters
before the merge and creation of the RADL3 ticker, while Economatica only
does this for two characteristics. While this is just one anecdotal evidence of
more problems with these data sources, we must think of strategies to deal
with this kind of situation.

Figure 4
Raia Drogasil SA (RADL3)

We estimate β̂ l,t by OLS using stacked observed values. That is, we use all
Cl

i,t with observed Cl
i,t−1 for our B-XS model. Prior to estimation, we divide

our stacked data into in-sample (IS) and out-sample (OS). In our in-sample,
we mask, randomly, 10% of the observations of Cl

i,t before we estimate our
models. We mask these observations in two different ways, completely at
random and in random blocks of four consecutive quarters. We than predict
these masked observations in our out-of-sample analysis. In Tables 3 and 4
bellow we have the number of masked observations compared to the total
number of stacked observations, for each data source.

Table 3
Random In and Out samples

A B BE C E GP ME PO Y
Quantum 25,641 23,295 25,598 23,343 25,486 25,473 33,377 32,699 23,193

10% 2,564 2,330 2,560 2,334 2,549 2,547 3,338 3,270 2,319
Economatica 33,527 30,384 30,849 19,455 30,824 30,575 31,707 40,797 30,364

10% 3,353 3,038 3,085 1,946 3,082 3,058 3,171 4,080 3,036

Table 4
Block Missing In and Out samples

A B BE C E GP ME PO Y
Quantum 25641 23295 25598 23343 25486 25473 33377 32699 23193

10 % 2568 2332 2564 2336 2552 2548 3340 3272 2320
Economatica 33527 30384 30849 19455 30824 30575 31707 40797 30364

10 % 3356 3040 3088 1948 3084 3060 3172 4084 3040

Remember, the B-XS model uses the most information while avoiding any
look-ahead bias and the the BF-XS model uses the most information overall,
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but it induces look-ahead bias in the imputation. Moreover, the BF-XS can
not be estimated on this previously discussed in-sample as it was constructed
considering all Cl

i,t with observed Cl
i,t−1 only. Next we present the sample

suited for the estimation of the BF-XS model, using all Cl
i,t with observed

Cl
i,t−1 and Cl

i,t+1. Obviously this sample is smaller than the previous one. This
means that although the BF-XS model uses more information, compared to
the B-XS model, since it includes Cl

i,t+1 in its estimation, there is a small loss
of information due to the smaller sample size, given that the B-XS uses all Cl

i,t

with observed Cl
i,t−1 and the BF-XS model requires Cl

i,t with observed Cl
i,t−1

and Cl
i,t+1.

Table 5
Random In and Out samples

A B BE C E GP ME PO Y
Quantum 22259 20225 22225 20360 22131 22131 32734 32221 20132

10% 2226 2022 2222 2036 2213 2213 3273 3222 2013
Economatica 32903 29813 30262 18929 30232 29996 30598 40242 29790

10% 3290 2981 3026 1893 3023 3000 3060 4024 2979

Both the B-XS and BF-XS models can be estimated in the samples pre-
sented in Table 5, however only the B-XS model can be estimated in the sam-
ples presented in Tables 3 and 4. We argue that this is one more reason why
the better model for our application is the B-XS model. It does not induce
look-ahead bias and it uses the most Cl

i,t in the estimation process.
We evaluate our different models based on their out-of-sample RMSE

(root-mean-squared error). We consider the RMSE for each characteristic
separately as

RMSEl =

√√√√ 1
T

T

∑
t=1

1
Nt

Nt

∑
i=1

(
Ci,t,l −Ĉi,t,l

)2
(7)

We also consider the RMSE averaged over all stocks, time periods and char-
acteristics as

RMSE =

√√√√ 1
T

T

∑
t=1

1
L

L

∑
l=1

1
Nt

Nt

∑
i=1

(
Ci,t,l −Ĉi,t,l

)2
(8)

We then compute the modified Diebold-Mariano test form Harvey et al. (1997)
and the model confidence set (MCS) from Hansen et al. (2011) to compare
the forecast accuracy of our models and identify our best forecasting model.

Finally, we performed a couple of transformations on our data before we
start estimation of our model, which we describe next. We tried to manually
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pre-impute some missing data in Outstanding Shares before computing PO
(Net Payout), as the number of Outstanding Shares of a firm is not expected
to vary much from quarter to quarter. The idea being that if we have one (up
to three) missing values where the previous and next observed values where
the same, than it is likely that the number of Outstanding Shares did not vary
for the one (up to three) quarter that we have missing. For that we used the
following algorithm to try to impute this cases of missing data:

1. If Cl
i,t−1 =Cl

i,t+1, then Ĉl
i,t =Cl

i,t−1 =Cl
i,t+1

2. If Cl
i,t−1 =Cl

i,t+2, then Ĉl
i,t =Cl

i,t−1 =Cl
i,t+2

3. If Cl
i,t−1 =Cl

i,t+3, then Ĉl
i,t =Cl

i,t−1 =Cl
i,t+3

No cases were found in any of our two data sources and so we did not imputed
data this way. Following Gonçalves (2021), we set as missing any strange val-
ues in our characteristics.7 Finally, we apply to our data a rank normalization
to the interval [−0.5,0.5], with 0 being the cross-sectional median.

Ct
i,l

rn
=

Ct
i,l

r −min
(
Ct

l
r)

max
(
Ct

l
r)−min

(
Ct

l
r) −0.5 (9)

After imputing the data as ranked normalized characteristics based on the
forecasts of our model we can map the rank normalized data back to raw
characteristics simply using the empirical density function of each character-
istic as suggested by Bryzgalova et al. (2022). However, this implies that we
only obtain imputed raw values that were already in the distribution of raw
characteristics before the imputation. We can improve the accuracy of our fi-
nal dataset by using some sort of interpolation to obtain raw characteristics
from their rank normalized counterpart. Preliminary results of our estimations
are presented and discussed in the next Section.

4. Results

To start our results discussion we look at the number of K latent factors
to be used in the model discussed in Section 2. In Figure 5 bellow we see that
the explained variance starts at around 40% if we use one factor and rapidly
goes to close to 90% with 7 factors. We also see that the average magnitude
of each factor rapidly decreases and stabilizes at around 10 factors. Next we

7Gonçalves (2021) sets any non-positive A , BE, ME, and Y; any negative B and C; any B, BE,
and C higher than A; and any BE higher than 50 × ME or below (1/50) × ME to missing.
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present the results for models that include 7 and 10 factor, but we tested all
models that include from 1 through 10 factors.

Figure 5
Number of Latent Factors

We applied the procedure presented in Section 2 to our data presented in
Section 3 and performed forecasts for each of our nine firm characteristics.
We evaluate seven competing models using their estimated RMSE. In Table
6 below we have the RMSEl from the forecasts generated by our models for
each of the nine firm characteristics averaged over all stocks and time periods.

Table 6
Out-of-Sample RMSEl

Quantum A B BE C E GP ME PO Y
B-XS 7 0.039136 0.083950 0.034136 0.095276 0.150669 0.098898 0.036256 0.093570 0.072901

B-XS 10 0.039131 0.083907 0.034153 0.095107 0.150598 0.098959 0.036241 0.093529 0.072889
XS 7 0.273715 0.276298 0.279531 0.280228 0.287138 0.276689 0.277190 0.270820 0.271434

XS 10 0.273656 0.276325 0.279437 0.279740 0.287198 0.276707 0.277073 0.270837 0.271212
B 0.039269 0.084874 0.034161 0.096078 0.151027 0.099025 0.036223 0.094268 0.072949

PV 0.039408 0.085708 0.034194 0.097253 0.156755 0.100954 0.036252 0.095672 0.073706
XS M 0.287799 0.289947 0.290857 0.291383 0.292547 0.285970 0.288467 0.290031 0.284187

Economatica A B BE C E GP ME PO Y
B-XS 7 0.025056 0.042264 0.043673 0.067529 0.118322 0.059356 0.040410 0.241529 0.038098

B-XS 10 0.025050 0.042237 0.043659 0.067568 0.118210 0.059346 0.040388 0.241572 0.038042
XS 7 0.277789 0.270622 0.273989 0.275918 0.278848 0.278739 0.274847 0.278310 0.271206

XS 10 0.277753 0.270588 0.273675 0.275604 0.278798 0.278620 0.274984 0.278347 0.271158
B 0.025056 0.042298 0.043726 0.067669 0.118926 0.059343 0.040480 0.249970 0.038078

PV 0.025080 0.042406 0.043832 0.068087 0.121171 0.059660 0.040568 0.287721 0.038182
XS M 0.291280 0.285320 0.289034 0.283710 0.290574 0.291485 0.289914 0.289905 0.283676
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First, we see that for all nine characteristics including 7 or 10 factors in
the B-XS model affects little the forecasting results of this model. This is
confirmed by our Diebold-Mariano test results in Table 8. Given that there is
little to no gain in accuracy including more factors after the 7th, when using
this model to impute data, one should use the B-XS model with 7 factors to
be more parsimonious. We can also point that there is no clear best model
across all characteristics in this first analysis. Both the B and PV models get
forecasting errors really close to our B-XS model with 7 factors. The worst
RMSEl overall were those of the XS-M, which uses only the cross-sectional
mean in it’s forecasts. We can also see that the characteristics Net Payout (PO)
and Income Before Extraordinary Items (E) had the higher RMSEl across all
models. In Table 7 below we have the RMSE for the forecasts of each model
averaged over all stocks, time-periods and characteristics.

Table 7
Out-of-Sample RMSE

Combined Quantum Economatica
B-XS 7 0.076724 0.078310 0.075137

B-XS 10 0.076699 0.078280 0.075119
XS 7 0.276295 0.277005 0.275585

XS 10 0.276206 0.276909 0.275503
B 0.077412 0.078653 0.076172

PV 0.080367 0.079989 0.080745
XS-M 0.288672 0.289021 0.288322

The B-XS model with 10 factors appears to produce forecasts not much
better than the model with 7 factors. We see than the B and PV models next,
with forecasting errors a bit larger. We can also highlight that all models ex-
cept the PV generate better forecasts for the Quantum data source than the
Economatica. Next, to properly evaluate which model is better given that
some of the errors are very close to each other, we present in Table 8 bellow
the results of our Diebold-Mariano tests comparing the forecasts of different
models.
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Table 8
Diebold-Mariano

Quantum A B BE C E GP ME PO Y
B-XS 7 vs B-XS 10 0.170741 1.254085 -0.599922 2.491869 1.099965 -1.037857 0.978199 1.102476 0.552736

0.864441 0.209937 0.548612 0.012776 0.271451 0.299435 0.328047 0.270336 0.580497
B-XS 7 vs XS 7 -43.416239 -36.298144 -49.044506 -38.238004 -27.965464 -34.945822 -53.522991 -36.555401 -38.124811

0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000
B-XS 7 vs B -1.885495 -2.560661 -0.564128 -2.901200 -1.075830 -0.522230 1.095630 -1.573462 -0.196709

0.059476 0.010510 0.572716 0.003752 0.282105 0.601555 0.273320 0.115709 0.844073
B-XS 7 vs PV -2.628182 -2.954735 -0.672942 -4.018098 -5.442624 -3.809944 0.085123 -2.911976 -2.014358

0.008635 0.003161 0.501045 0.000061 0.000000 0.000142 0.932169 0.003616 0.044087
Economatica A B BE C E GP ME PO Y
B-XS 7 vs B-XS 10 0.442614 0.774647 1.136452 -0.580190 0.810233 0.156933 1.325605 -0.894015 1.302795

0.658074 0.438608 0.255856 0.561854 0.417869 0.875308 0.185066 0.371367 0.192743
B-XS 7 vs XS 7 -45.488212 -42.908684 -50.144993 -34.577332 -38.605900 -45.699407 -52.179380 -14.281442 -44.401494

0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000
B-XS 7 vs B -0.033451 -1.271835 -1.709706 -1.870174 -3.041846 0.473157 -1.730569 -6.314807 0.756429

0.973317 0.203529 0.087421 0.061610 0.002371 0.636135 0.083626 0.000000 0.449451
B-XS 7 vs PV -0.896222 -2.234268 -2.062772 -3.420992 -5.718850 -3.040080 -3.063063 -14.319983 -1.372975

0.370199 0.025538 0.039218 0.000637 0.000000 0.002385 0.002209 0.000000 0.169861

We can see that overall the forecasting errors from the B-XS model with 7
and 10 factors are statistically not different. The B-XS model, which includes
both past and cross-sectional information, is strictly better than the XS, which
includes only cross-sectional information, with the same 7 factors. The anal-
ysis of which model is best gets unclear when comparing the B-XS to the B
and PV models. For quite a few characteristics we can not say that the the
forecasting results of the B-XS model are statistically different than the other
two models.

Finally, while we follow Bryzgalova et al. (2022) and use rank normalized
data, we opted for a different method of mapping this rank normalized data
back to raw characteristics data using interpolation to obtain the final raw
imputed data.

5. Conclusion

In this study we presented a few interesting (and concerning) aspects of
data from Brazilian firm fundamentals from different sources of data. We an-
alyzed the prevalence of missing data in nine characteristics, the same ones
used by Gonçalves (2021) in his application to the US market. We find ev-
idence that the adoption of the IFRS in 2010 had a considerable result on
the quality of the firm fundamentals data in Brazil. We applied the novel im-
putation method form Bryzgalova et al. (2022) to a Brazilian data-set and
performed forecasts comparisons with other benchmark models. Finally we
propose the use of three different data sources, Quantum, Economatica and
Compustat to generate one combined Brazilian firm characteristic dataset us-
ing the chosen imputation method. We are hopeful that this novel dataset can
improve the quality of analysis in both Asset Pricing and Corporate Finance
research using this kind of data due to the increased volume and quality of
the resulting dataset compared to the initial three datasets. Using this imputed
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dataset reduces the selection bias of using only fully observed data from one
single data source, reduces the omitted variable bias of naive imputed datasets
while also not incurring in look-ahead bias.
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