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Inteligéncia artificial na comunicacéo publica brasileira: riscos e oportunidades no
uso de plataformas generativas!
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RESUMO

O avanco da inteligéncia artificial (I1A) generativa em 6rgdos publicos brasileiros tem
remodelado a comunicacdo entre Estado e sociedade. Este estudo analisa como
plataformas como ChatGPT, Gemini e DeepSeek percebem os préprios beneficios e riscos
de seu uso na comunicacdo publica. Por meio de entrevistas estruturadas, investiga-se
como essas ferramentas expressam eficiéncia, acessibilidade e inovagdo, mas também
revelam limitacGes éticas e discursivas. O trabalho propde uma reflexdo critica sobre a
governancga algoritmica e o papel da IA na mediagao entre instituicdes e cidaddos em um
contexto de datificacdo e desinformacéo.

PALAVRAS-CHAVE: Inteligéncia artificial; Comunicagdo publica; Governanca
algoritmica; Etica digital; Datificacéo.

1. Introducgéo

A presenca da IA nas atividades cotidianas € cada vez mais naturalizada, ainda
que muitas pessoas ndo percebam sua atuagdo. Sistemas baseados em A estdo integrados
a tarefas aparentemente simples, como a sugestéo automatica de palavras em teclados de
smartphones ou a curadoria algoritmica de conteudos exibidos em plataformas de midias
sociais, evidenciando o quanto essas tecnologias moldam a experiéncia comunicacional
contemporanea (Kaufman e Santaella, 2020).

No inicio da década de 2020, periodo que coincide com a pandemia de Covid-19,
houve um aumento significativo no uso de 1A no contexto global. Para Hammond (2017),
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isso ocorreu pela evolugdo das tecnologias de comunicacdo e informacdo e 0s
exacerbados dados gerados e disponibilizados, que para Loosen (2018), caracterizam a
“datificacdo” da sociedade.

Um resultado da transformacdo impulsionada pelas tecnologias nos ambitos
publico e privado é a producédo de dados, conhecida como Big Data, que inclui formatos
ordenados, semiordenados e desordenados, abrangendo registros cotidianos como textos,
audios, videos, interacdes sociais, informacBes sobre consumo e comentarios. Esses
dados podem, por meio de IA, ser analisados, processados e aplicados para atender a
diversas necessidades da sociedade contemporanea nos ambitos econdmicos, sociais e
culturais (Silva et al. 2023).

No Brasil, o Tribunal de Contas da Unido (TCU) passou a utilizar o ChatGPT*
em 2023 para elaboracdo textual e analises de linguagem, evidenciando a incorporacéo
da 1A generativa em rotinas institucionais. Ferramentas como Gemini e DeepSeek
também estdo em uso na producdo de contetdo, atendimento ao cidadao e automatizacéo
de respostas, configurando um novo cenario comunicacional pautado pela integracdo
entre tecnologia e gestdo publica.

Alexopoulos et al. (2023) destacam que a aplicacéo de tecnologias generativas no
setor publico pode ampliar a eficiéncia e o acesso a informagdo, mas exige governanga
ética e democratica. Freitas, Capiberibe e Montenegro (2020) defendem que a governanca
tecnopolitica deve articular inovagéo digital, controle social e responsabilidade publica.

Nesse sentido, o presente estudo investiga quais sdo os principais beneficios e
riscos que as proprias plataformas de IA generativa identificam quanto ao seu uso na
comunicacdo publica brasileira. Parte-se da premissa de que esses sistemas, ainda que
operem com base em modelos estatisticos e dados extensivos, reproduzem discursos que
refletem escolhas, limitagOes e, por vezes, vieses.

O objetivo geral € analisar como essas ferramentas percebem e expressam 0s
impactos de sua aplicacdo institucional, com base em entrevistas estruturadas aplicadas
diretamente as plataformas. Para alcancar esse objetivo, a pesquisa se propde a: (1)
identificar os principais beneficios destacados pelas ferramentas; (2) mapear 0s riscos e

4 TCU adota modelo personalizado de assistente de redacdo baseado em inteligéncia artificial:
https://portal.tcu.gov.br/imprensa/noticias/tcu-adota-modelo-personalizado-de-assistente-de-redacao-
baseado-em-inteligencia-artificial.htm
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limitacOes reconhecidos; e (3) analisar lacunas, contradicdes e padrdes nos discursos
produzidos, considerando os principios da comunicacdo publica e da governanca

algoritmica.
2. Referencial tedrico

A 1A generativa pode ser compreendida como uma vertente da inteligéncia
artificial projetada para criar conteudos textuais, visuais, sonoros ou multimodais, a partir
de instrugdes em linguagem natural (Ramos, 2023). Essa tecnologia utiliza grandes
modelos de linguagem baseados em redes neurais profundas, capazes de simular a
criatividade humana e gerar saidas inéditas (Zhou et al., 2024; Parente et al., 2024;
Trindade et al., 2024).

Trindade et al. (2024) reforca que a | A generativa opera por meio de um processo
de inferéncia probabilistica, no qual o0 modelo prevé a proxima palavra, imagem ou som
mais provavel com base em instrucbes (prompts) fornecidas pelo usuario. Essa
caracteristica torna o sistema interativo e adaptavel, permitindo aplicacfes em educacao,
pesquisa e comunicacdo cientifica, mas também exigindo atencdo a questdes éticas,
autoria e confiabilidade da informacé&o.

Conforme Zhou et al. (2024) o funcionamento desses modelos € uma
combinacdo de grandes bancos de dados, aprendizado estatistico e otimizacao
algoritmica, que lhes confere a capacidade de gerar, traduzir e revisar textos, imagens e
codigos. No entanto, os autores alertam para os desafios técnicos e sociais relacionados a
falta de transparéncia dos processos internos e a reproducao de vieses existentes nos dados
de treinamento.

Nesse sentido, a IA generativa representa um salto qualitativo na evolucgéo da
inteligéncia artificial, ao permitir a producdo autbnoma de conteudos e a simulacéo de
linguagem humana. Contudo, seu funcionamento, baseado em modelos estatisticos e em
redes neurais profundas, requer governanga ética, transparéncia nos dados e controle
humano, especialmente quando aplicada a contextos publicos e comunicacionais.

Para Loosen (2018), o conceito de datificacdo expressa uma mudanca estrutural
na forma como o mundo social é compreendido, mediado e administrado. A crescente

conversdo de comportamentos, interagdes e relagdes humanas em dados mensuraveis e
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rastreaveis redefine as dindmicas da comunicacdo contemporanea, estabelecendo novas
I6gicas de visibilidade e controle.

Nesse processo, as praticas comunicacionais passam a ser moldadas por
infraestruturas digitais e sistemas algoritmicos que produzem representacdes
quantitativas da realidade social. Assim, o dado deixa de ser mero registro informacional
e torna-se elemento ativo na construcdo de sentidos, decisbes e politicas publicas,
operando como base para analises preditivas e automatizacdes discursivas.

Barcellos (2022) observa que, no campo jornalistico, a incorporacdo de
tecnologias de inteligéncia artificial frequentemente ocorre sem critérios técnicos,
editoriais ou éticos bem definidos. O autor também destaca a caréncia de estudos que
avaliem criticamente esse processo no contexto das assessorias de comunicacao. Ferreira
(2023) alerta para a necessidade de uma compreensdo critica do design algoritmico de
mensagens e interfaces, ressaltando que a automacéo das decisdes comunicacionais exige
atencdo as implicacdes éticas e a forma como os sistemas moldam o conteudo e a
interacdo com o publico.

A comunicag&o publica, conforme propbe Duarte (2007), constitui-se como um
espaco de mediacdo ética, transparente e participativa entre o Estado e o cidadao,
orientado pelo compromisso com o interesse coletivo. Sua funcdo ultrapassa a mera
difusdo de informac®es institucionais, configurando-se como um processo de didlogo que
busca traduzir politicas publicas em linguagem acessivel, favorecer a compreenséo social
das acOes governamentais e fortalecer o exercicio da cidadania.

A discusséo proposta por Freitas, Capiberibe e Montenegro (2020) insere-se em
um contexto em que a digitalizacdo das praticas governamentais ndo representa apenas a
modernizacdo administrativa, mas a reconfiguracdo das relagcOes entre Estado, tecnologia
e cidadania. A incorporacdo de sistemas algoritmicos e de inteligéncia artificial em
processos decisorios publicos demanda uma nova ética da gestdo tecnologica, capaz de
assegurar que a automacdo nao amplie desigualdades, mas promova inclusdo e
transparéncia.

O poder dos algoritmos deve ser compreendido como dimensdo politica da
governanga, uma vez que as decisdes mediadas por dados influenciam diretamente o
acesso a direitos, a distribuicdo de recursos e a producdo de conhecimento publico
(Freitas, Capiberibe e Montenegro, 2020). Assim, a governanca algoritmica democrética

4
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requer ndo apenas normas técnicas, mas mecanismos participativos de controle social,
que permitam a sociedade fiscalizar e compreender o funcionamento das tecnologias
utilizadas pelo Estado. Tal perspectiva reforca a necessidade de uma infraestrutura
informacional publica pautada por principios de justica, equidade e responsabilidade
coletiva, em que a inovacdo tecnoldgica esteja subordinada ao fortalecimento da

democracia e ndo a sua tecnocratizagao.
3. Metodologia

Este estudo é de natureza qualitativa e baseia-se na analise interpretativa de
entrevistas estruturadas realizadas com trés das principais ferramentas de IA generativa
em uso no Brasil, como ChatGPT, Gemini e DeepSeek®. A escolha desse método se
justifica pela necessidade de compreender as representacdes discursivas e 0s sentidos
produzidos pelas proprias plataformas a respeito de seu papel na comunicacédo publica.

O instrumento para a coleta de dados consiste em um questionario padronizado,
elaborado a partir dos principios metodologicos de Laville e Dionne (1999), que
defendem a entrevista estruturada como um recurso eficaz para obter respostas
comparaveis e consistentes entre diferentes sujeitos de pesquisa. O roteiro contém trés
perguntas centrais: (1) as plataformas de IA generativa devem ser utilizadas na
comunicacédo publica?; (2) quais beneficios sdo percebidos pelas proprias ferramentas em
relacdo a esse uso?; e (3) quais riscos ou limitagdes séo identificados?

As respostas obtidas foram organizadas em uma matriz comparativa e analisadas
qualitativamente por meio de técnicas de interpretacdo discursiva, buscando identificar
padrdes narrativos, contradigdes internas, silenciamentos e lacunas argumentativas nos
discursos gerados. Essa abordagem permite compreender como cada plataforma constroi

sua autoimagem e legitima sua presenca no campo comunicacional, revelando a forma

5 A selecdo de ChatGPT, Gemini e DeepSeek como corpus discursivo desta pesquisa fundamenta-se em
sua ampla acessibilidade ao publico brasileiro e em sua recorrente aparicdo em levantamentos nacionais
sobre uso de tecnologias digitais, como a pesquisa “Consumo e Uso de Inteligéncia Artificial no Brasil”.
Esses indicadores, ainda que ndo representem a totalidade do ecossistema de IA no pais, demonstram a
relevancia dessas plataformas no cotidiano informacional e justificam sua inclusdo como objetos analiticos
capazes de refletir padrdes discursivos predominantes na interacdo entre cidadaos e sistemas generativos.
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como as inteligéncias artificiais reproduzem, tensionam ou ressignificam valores

associados a ética, a transparéncia e a mediagéo publica.

Ao adotar a perspectiva qualitativa, o estudo ndo busca quantificar percepcdes,

mas interpretar significados, contribuindo para uma reflexdo critica sobre a governanca

algoritmica e a comunicacédo publica mediada por tecnologias generativas.

4. Resultados e discussao

As perguntas elaboradas foram feitas as trés plataformas de IA generativa —

ChatGPT, Gemini e DeepSeek e tabuladas como demonstrado a seguir.

TABELA 1 — Respostas para a primeira questao

Pergunta

As plataformas de IA generativa devem ser utilizadas na
comunicacdo publica?

ChatGPT

Sim, as plataformas de inteligéncia artificial (1A) generativa
podem e devem ser utilizadas na comunicacao publica, desde
que haja critérios eticos, transparéncia no uso e supervisao
humana constante. O potencial dessas tecnologias estd em
aprimorar processos de producdo e analise de conteldo,
ampliando a capacidade dos érgaos publicos de dialogar com a
sociedade de forma mais &gil, personalizada e acessivel. No
entanto, o uso deve sempre estar alinhado aos principios da
comunicagdo publica — como o interesse coletivo, a clareza e
a responsabilidade institucional.

Gemini

Sim, as plataformas de 1A generativa podem e tém potencial
para serem utilizadas na comunicacdo publica, desde que seu
uso seja feito de forma ética, responsavel e seguindo diretrizes
claras de governanga e transparéncia.

Organizacdes e governos tém explorado a IAG para aumentar
a eficiéncia e melhorar o atendimento ao cidaddo. No entanto,
0 consenso € que a implementacdo deve ser feita com
consciéncia dos riscos e com o humano no controle do
processo, especialmente na checagem e validacéo do conteddo
gerado.

DeepSeek

Sim, mas com ressalvas criticas e um framework de governanca
bem definido.

Né&o se trata de uma questdo de "sim™ ou "ndo" absoluto, mas
de "como" e "em que contexto". O uso é inevitavel e pode ser
benéfico, mas sua implementacao deve ser ética, transparente e
estratégica.

Argumentos para 0 "Sim";
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e Escala e Eficiéncia: Permitem produzir e adaptar
conteldo para diferentes canais e publicos-alvo em uma
velocidade impossivel para equipes humanas sozinhas.

e Personalizacdo: Podem ajudar a criar mensagens mais

direcionadas, considerando caracteristicas
demograficas, interesses e necessidades de grupos
especificos.

e Acessibilidade: Ferramentas podem gerar versdes de
um mesmo contedo em multiplos formatos (texto,
audio, video), sumarizar informacGes complexas e
traduzir comunicagdes para diferentes idiomas.
¢ Inovagdo e Engajamento: Podem auxiliar na criagéo de
campanhas mais criativas e no desenvolvimento de
novas formas de interacdo com o cidadao (ex.: chatbots
para servicos de informacéo).
A Condicdo Indispensavel ("Mas"):
O uso deve ser supervisionado por humanos. O comunicador
publico atua como curador, editor e validador final do
conteddo. A IA é uma ferramenta de apoio, ndo uma substituta
para 0 julgamento, a €tica e a responsabilidade do servidor
publico.

Fonte: Elaboracéo propria

E interessante notar que as trés plataformas concordam que ferramentas de 1A

generativas devem ser usadas na comunicagdo publica. O ChatGPT afirma que as IAs

tanto podem como devem ser usadas. JA4 o Gemini entende que podem e que tem o

potencial para uso na comunicacdo do setor publico. O DeepSeek traz uma resposta mais

completa: “N&o se trata de uma questdo de ‘sim’ ou ‘ndo’ absoluto, mas de ‘como’ e ‘em

gue contexto’”.

Outro ponto interessantes sdo as ressalvas indicadas pelas plataformas. Todas

afirmam a necessidade do uso ser baseado em critérios éticos, em transparéncia e com

constante supervisdo humana. Entretanto, Gemini e DeepSeek vdo além ao afirmar a

necessidade da aplicacdo das IA na comunicagdo publica deve ser acompanhada de

diretrizes claras de governanca.

TABELA 2 — Respostas para a segunda questao

Pergunta

Quais beneficios sdo percebidos pelas proprias ferramentas
em relacdo a esse uso?
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ChatGPT As plataformas de IA generativa reconhecem como principais
beneficios o aumento da eficiéncia e da produtividade na
comunicagdo governamental, a automacdo de tarefas
repetitivas, o suporte a inclusdo por meio de traducdo e
acessibilidade linguistica, e a possibilidade de gerar contetdos
adaptados a diferentes puablicos e formatos. Além disso,
apontam o potencial de fortalecer a transparéncia e a prestagédo
de contas, ao tornar informac@es publicas mais compreensiveis
e disponiveis em tempo real para a populacéo.

Gemini Embora eu ndo seja uma "ferramenta" que possa "perceber" por
si s6, posso listar os beneficios da IAG na comunicacdo publica
conforme identificados pelos 6rgdos e especialistas na area:

e Produtividade e Eficiéncia
- Criacdo de Conteldo: Geracéo rapida de rascunhos de textos,
resumos, descri¢es, e-mails e materiais para midias sociais,
reduzindo o tempo em tarefas repetitivas e burocraticas.
- Atendimento ao Cidaddo: Implementacdo de chatbots
inteligentes que fornecem respostas rapidas e precisas 24/7 para
duvidas comuns, melhorando a experiéncia do usuario e a
acessibilidade a informagéo.

e Analise e Personalizacao
- Andlise de Dados: Monitoramento e analise de grandes
volumes de dados de redes sociais e outros canais para
identificar padrdes, tendéncias e o sentimento do publico em
relacdo a politicas ou servicos.
- Segmentagdo: Ajuda na segmentacdo de publicos e na
personalizacdo de mensagens, garantindo que a informacao
chegue de forma relevante aos cidad&os certos.

e Acessibilidade e Formato
- Adaptacdo de Formato: Facilidade em reconfigurar ou
converter conteudos para diferentes plataformas e linguas (ex:
converter texto de um site para audio, versao mobile, ou post
de rede social).
- Suporte a Criacdo: Auxilio na criacdo de descri¢des inclusivas
e na validacdo da linguagem para evitar a perpetuacdo de
estereotipos.

e Inovacao
- Cultura de Experimentagdo: Promove a experimentagédo
guiada e o desenvolvimento de novas solucdes digitais.

DeepSeek As "proprias ferramentas™ (as 1As) ndo "percebem" beneficios,
pois ndo tém consciéncia. No entanto, do ponto de vista de seus
desenvolvedores e dos gestores que as implementam, o0s
beneficios percebidos e promovidos sdo:

e Automacdo de Tarefas Repetitivas:
- Geracdo de Rascunhos: Produzir versdes iniciais de press
releases, posts para redes sociais, newsletters e relatorios.
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- Respostas Padronizadas: Atender a consultas frequentes via
chatbots, liberando equipes para demandas mais complexas.
- Traducéo e Localizagdo: Traduzir rapidamente documentos e
comunicados para atender a comunidades multilingues.

e Otimizacdo de Contetdo:
- Analise de Sentimento: Avaliar o tom das reacdes do publico
a uma campanha ou andncio.
- Sugestéo de Melhorias: Aperfeicoar a clareza, 0 engajamento
e 0 SEO de textos para garantir que a mensagem seja
encontrada e compreendida.

e Suporte a Tomada de Decis&o:
- Andlise de Dados: Processar grandes volumes de dados (como
pesquisas de opinido ou feedbacks em redes sociais) para
identificar tendéncias e preocupacdes emergentes da
populacéo.
- Simulacdo de Cenarios: Auxiliar na previsdo de possiveis
reacOes do publico a diferentes abordagens comunicacionais.
- Democratizacdo da Criacdo: Equipes de comunicacgdo
menores ou cCom menos recursos podem produzir conteido de
qualidade visual e textual mais alta, equilibrando a disputa por
atencdo publica.

Fonte: Elaboracéo propria

Chama a atencdo o fato de que Gemini e DeepSeek tem ciéncia de sua propria
limitacdo. Por ndo serem humanos, afirmam que ndo possuem a capacidade de “perceber”
os beneficios, apresentando apenas uma sintese de informacdes identificadas “pelos
Orgdos e especialistas na area” e “desenvolvedores ¢ dos gestores que as implementam”.
Na contraméo, 0 ChatGPT fala “em nome” de um grupo, ao afirmar que “As plataformas
de IA generativa reconhecem como principais beneficios [...]”, ignorando sua condi¢ao
ndo-humana.

Juntas, as trés plataformas indicaram 12 beneficios de seu uso na comunicago
publica: aumento na eficiéncia; aumento na produtividade; automacdo de tarefas;
traducdo de textos; recursos de acessibilidade; fortalecimento da transparéncia
governamental; atendimento ao cidadao; analise de dado; auxilio na tomada de decisoes;
segmentacdo de publicos; e inovacao.

TABELA 3 — Respostas para a terceira questédo

| Pergunta | Quais riscos ou limitages s&o identificados?
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ChatGPT

Entre os principais riscos e limitagdes estdo a possibilidade de
enviesamento algoritmico, a reproducdo de desinformacéo, a
falta de contextualizacdo das mensagens e o risco de
desumanizacdo da comunicacdo institucional. Também se
destacam os desafios relacionados a protecdo de dados, a
seguranca da informacdo e a necessidade de supervisdo
continua por profissionais qualificados. O uso inadequado ou
ndo regulamentado pode comprometer a credibilidade das
instituicdes publicas e gerar distorcGes no processo de
mediacao entre Estado e sociedade.

Gemini

A |AG apresenta uma série de riscos e limitagdes que exigem
governanga e superviséo estritas, especialmente no contexto da
comunicacdo publica, onde a precisdo e a confianca sdo
cruciais:

e Precisdo e Credibilidade
- Alucinacdes (Respostas Incorretas): A IAG pode gerar
respostas incorretas, imprecisas ou completamente inventadas,
0 que é especialmente perigoso na informacao publica (risco de
desinformacdao/ fake news).
- Deepfakes e Desinformacdo: A tecnologia facilita a criagéo
de audios, videos e imagens falsas (deepfakes) com alta
qualidade, podendo ser usada para minar a confianca publica
ou realizar ataques.

e Eticae Legalidade
- Vies e Discriminacdo: Os modelos sdo treinados em grandes
volumes de dados que podem conter vieses e preconceitos. A
IAG pode perpetuar ou amplificar esses vieses, resultando em
mensagens discriminatdrias ou tendenciosas.
- Direitos Autorais e Propriedade Intelectual: Risco de o
conteddo gerado pela IA infringir direitos autorais ou
propriedade intelectual, caso a fonte dos dados de treinamento
nédo seja verificada ou respeitada.

e Seguranca e Privacidade
- Vazamento de Dados: Risco de vazamento de dados sensiveis
ou confidenciais (incluindo informacdes pessoais do cidaddo)
se forem fornecidos a IAG para obtencéo de insights.
- Seguranca da Informacdo: Adocdo de modelos sem praticas
robustas de mitigacdo de riscos, expondo a organizacdo a
ataques e acessos ndo autorizados.

e Operacional e Humano
- "Vale do Estranhamento™: A dificuldade da IA em replicar a
comunicacdo humana de forma genuina (faltando
corporalidade ou emocionalidade) pode tornar a interacao fria
ou nao satisfatéria para o cidadao.
- Dependéncia e Perda de Conhecimento: Risco de dependéncia
excessiva da ferramenta, com perda de habilidades criticas e do
controle humano sobre o processo de comunicacéo.
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- Falta de Transparéncia: Dificuldade em compreender como o
modelo de IA chegou a uma determinada resposta ou contetido
(problema da "caixa-preta™).

DeepSeek

Os riscos séo significativos e exigem atencdo constante:

e Alucinagbes e Desinformacdo: A IA pode gerar
informacdes incorretas, distorcidas ou completamente
inventadas com grande convic¢do. Na comunicacdo publica,
onde a precisdo é crucial, isso é inaceitavel e pode minar a
confianga nas instituicoes.

e Vieses e Injustica: Modelos de IA sdo treinados em
dados do mundo real, que contém vieses sociais, culturais e
historicos. A ferramenta pode perpetuar ou até amplificar
esteredtipos, discriminacGes e visbes parciais em suas
comunicagoes.

e Falta de Contexto e Sensibilidade: A 1A néo
compreende nuances locais, situacdes de crise, 0 estado
emocional da populacdo ou o contexto politico-social mais
amplo. Pode gerar mensagens inadequadas, insensiveis ou fora
do tom em momentos criticos.

e Faltade Transparéncia e "Caixa-Preta": Muitas vezes, é
dificil entender como a IA chegou a uma determinada
conclusdo ou contetdo. Isso é problemético para a prestacao
de contas (accountability), pois obscurece a responsabilidade
humana.

e Erosdo da Confianca Publica: Se os cidaddos
perceberem que as comunicagOes oficiais sdo impessoalis,
geneéricas ou, pior, geradas por maquinas sem supervisao, a
confianca no governo pode ser severamente abalada. A
autenticidade € um pilar da comunicagéo publica.

e Questdes Legais e de Propriedade Intelectual:

- Direitos Autorais: O conteddo gerado por IA pode,
inadvertidamente, plagiar material protegido presente em seus
dados de treinamento.

- Responsabilidade: Em caso de erro que cause dano, quem é
responsavel: o funcionario, o gestor, o desenvolvedor da
ferramenta ou o 6rgéo publico?

- Homogeneizagdo da Voz Puablica: O uso excessivo pode
padronizar excessivamente a comunicagédo, fazendo com que
diferentes 6rgdos percam sua voz e identidade Unicas, soando
como um mesma entidade robotica.

Conclus&o Sintética

O uso de IA generativa na comunicacdo publica é uma
ferramenta poderosa, porém perigosa. Seu potencial positivo de
eficiéncia e personalizacdo so sera realizado com governanca
robusta, supervisdo humana critica e transparéncia absoluta
com o publico sobre quando e como essas ferramentas séo
utilizadas. O risco de desinformacdo, viés e erosdo da confianca
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exige que sua adocdo seja cautelosa, ética e sempre
subordinada ao interesse publico.
Fonte: Elaboracao prépria

Observa-se que, Gemini e DeepSeek adotam uma postura técnica, evidenciando
0s impactos éticos, legais e sociais dessas tecnologias. Ambas reconhecem que a
aplicacédo da IA generativa pode gerar alucinagdes informacionais, reprodugéo de vieses,
desinformacdo e falta de transparéncia, fatores que ameacam diretamente a credibilidade
e a confianca publica nas instituicbes. Além disso, alertam para o risco de dependéncia
tecnoldgica e padronizagdo discursiva, que podem desumanizar a comunicacdo e
enfraquecer a pluralidade das vozes institucionais. A postura das duas plataformas
demonstra uma compreensdo consciente de suas proprias limitagdes, vinculando o uso da
tecnologia a necessidade de supervisdo humana, governanca ética e accountability.

O ChatGPT, por outro lado, apresenta uma resposta mais sintética, descrevendo
os riscos de modo institucional e genérico, sem reconhecer explicitamente sua auséncia
de consciéncia. Ainda que aponte temas relevantes, como o enviesamento algoritmico, a
protecdo de dados e a desumanizagdo da comunicacdo institucional, sua narrativa se
mantém distante da problematizacdo epistemoldgica e reflexiva observada nas outras
plataformas. Em conjunto, as trés respostas revelam consenso sobre o fato de que o uso
da IA generativa na comunicacao publica deve ser orientado por critérios éticos rigorosos,
transparéncia e regulacdo, sob pena de comprometer a credibilidade das mensagens

oficiais e de enfraquecer a relacdo de confianca entre Estado e sociedade.

5. Concluséo

Os resultados desta pesquisa demonstram que o uso da inteligéncia artificial
generativa na comunicacdo publica brasileira apresenta-se como um fenémeno ambiguo,
entre o potencial inovador e o risco institucional. As respostas analisadas evidenciam que
as plataformas ChatGPT, Gemini e DeepSeek reconhecem tanto o poder transformador
da tecnologia quanto as limitacGes éticas, operacionais e discursivas que dela decorrem.
Por um lado, a A é vista como instrumento de eficiéncia, acessibilidade e inovac¢éo, por

outro, surgem sinais e alertassobre enviesamento, desinformacao e perda de autenticidade
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na relacdo comunicativa entre Estado e sociedade. A dualidade entre beneficio e risco
ressalta que o desafio contemporaneo ndo esta apenas em incorporar essas tecnologias,
mas em fazé-lo de modo responsavel e transparente.

De forma convergente, as plataformas apontam que o uso da IA generativa na
comunicacdo governamental deve estar condicionado a presenca de supervisdo humana
critica, a existéncia de diretrizes éticas claras e a implementacdo de mecanismos de
governanca algoritmica. Essa necessidade reflete as preocupacdes levantadas por autores
como Freitas, Capiberibe e Montenegro (2020) e Duarte (2007), que situam a
comunicacdo publica como pratica mediadora e ética, voltada ao interesse coletivo.
Assim, a IA ndo pode substituir o julgamento humano, mas atuar como ferramenta de
apoio, sujeita a critérios de transparéncia e accountability. As entrevistas evidenciam que
a auséncia de regulacdo ou de controle social pode transformar a inovacdo em
vulnerabilidade, comprometendo a credibilidade institucional e a confianga dos cidadaos
nas mensagens oficiais.

Conclui-se, portanto, que a integracdo da inteligéncia artificial generativa a
comunicacdo publica brasileira requer uma abordagem baseada em governanca
democrética, responsabilidade social e educacdo midiatica. A consolidacdo de politicas
publicas voltadas a ética digital e a transparéncia no uso de algoritmos é condicgéo
indispensavel para equilibrar eficiéncia e legitimidade. Ao propor uma leitura critica dos
discursos das proprias plataformas, este estudo reforga que o futuro da comunicacéo
publica mediada por IA dependera menos da sofisticacdo técnica das ferramentas e mais
da capacidade humana de orientar seu uso em favor da cidadania, da pluralidade e da

democracia informacional.
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