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Abstract: Continuous-Variable Quantum Key Distribution (CV-QKD) represents a promising technology
for secure communication, but its practical implementation heavily relies on highly efficient information
reconciliation (IR) to extract a secret key from correlated quantum data shared over noisy channels.
Low-density parity-check codes (LDPC) have emerged as the state-of-the-art solution for this task due
to their capacity-approaching performance. However, designing LDPC codes that perform reliably in
the very low signal-to-noise ratio (SNR) regime of CV-QKD, while preserving practical implementation
complexity, remains a major challenge. This work presents a comprehensive survey of LDPC code design
methodologies for CV-QKD, with particular emphasis on three key structural classes: Quasi-Cyclic
(QC-LDPC), Multi-Edge Type (MET-LDPC), and their hybrid form (QC-MET-LDPC).
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LDPC code methods applied to IR techniques.
The structure of this paper is organized as follows:
Section 2] presents the fundamentals of CV-QKD
and reconciliation techniques. Section |3| describes
LDPC codes and quasi-cyclic construction. Sec-
tion[dapproach about LDPC codes specifically de-
signed for CV-QKD, including MET-LDPC codes
and enonder/decoder architectures. Section |3 re-
views practical applications and performance re-
sults. Lastly, Section [6] concludes the paper with

final remarks.

2. CV-QKD and Reconciliation

CV-QKD is a promising branch of quantum cryp-
tography protocols, where information is en-
coded in the quadratures of coherent states of
light, allowing the use of conventional optical re-
ceivers [1]]. In contrast to discrete variable QKD
(DV-QKD) protocols, the CV-QKD approach of-
fers greater compatibility with current optical in-
frastructures, such as fiber-optic networks and in-

tegrated photonic components [2].

During the quantum stage of the protocol, the
transmiter (Alice) sends to the receiver (Bob) a
sequence of coherent states whose amplitudes are
modulated according to a continuous Gaussian
distribution. Bob, in turn, uses a detector (ho-
modyne or heterodyne) to measure one or both
quadratures of the received states. Due to the
nature of the quantum channel, attenuation and

noise effects, as well as possible eavesdropping

ISSN: 2357-7592

(by Eve), the values obtained by Bob are only cor-

related with those sent by Alice, not identical [1].

To extract a common and secure key, an Informa-
tion Reconciliation (IR) step is necessary, which
consists of correcting errors between the corre-
lated data using error-correcting codes. In long-
distance CV-QKD, reconciliation must be per-
formed efficiently even under extreme conditions,

such as very low signal-to-noise ratios (SNR).

The reconciliation efficiency is expressed by a fac-
tor B € [0, 1], which represents how close the rec-
onciliation process is to the ideal efficiency im-
posed by Shannon’s limit. The higher the value
of B, the higher the secret key generation rate, de-
fined as [3]]:

Riey = Blag — XBE (D

where I4p 1s the mutual information between Al-
ice and Bob, and xpg is the maximum informa-
tion Eve can obtain about Bob’s key. Therefore,
the choice of reconciliation technique directly af-
fects both security and practical viability. Among
the existing techniques, the following, whose main
characteristics are summarized in Table [I| stand

out:

Slice Reconciliation: maps continuous samples
into multiple binary slices to apply binary codes

at each layer [1]].

Multilevel Coding / Multistage Decoding
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(MLC-MSD): organizes bits into layers of de-
creasing reliability, applying codes with varying

redundancy per level [ 4].

Multidimensional Reconciliation: uses linear

transformations, such as orthogonal rotations
or Hadamard matrices, to maximize correla-
tion efficiency between samples and enable the
use of high-performance binary error-correcting

codes [12} 4] [5]].

Multidimensional reconciliation has become the
most effective approach for low SNR regimes,
such as those encountered in long-distance CV-
QKD. This technique facilitates the use of efficient
binary codes, such as LDPC, reducing the error

rate (BER) and improving the key rate [1} 2].
3. LDPC Codes

Low Density Parity Check (LDPC) codes are
among the most promising strategies for applica-
tion in the Information Reconciliation (IR) stage,
as they enable performance close to the Shannon
limit and are widely employed in noisy commu-
nication systems. The parity-check matrix H can
be represented by a bipartite graph known as Tan-
ner graph, denoted by ¢, composed of two sets
of nodes: the variable nodes V;, associated with
the columns of the parity-check matrix, and the
check nodes Cj, corresponding to the rows of the
matrix [6]. A connection between a variable node
j and a check node i is established when the el-

ement H(i,j) = 1, indicating the existence of an
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Figure 1: Tanner graph and its corresponding binary
parity-check matrix.

The number of edges connected to the vertices of
¢ is referred to as the vertex degree. Its distribu-
tion is defined by a pair of polynomials, A(x) =
Y, Aix' and p(x) = ¥; pix’, where A; and p; respec-
tively denote the fraction of variable and check

nodes of degree i in the Tanner graph ¢ [6].

3.1. Quasi-Cyclic LDPC

The LDPC Quasi-cyclic codes (QC-LDPC) rep-
resents a structured LDPC code class, in which
the parity-check matrix H is built from circulant
blocks. In other words, permutations of the iden-
tity matrix are made from a base matrix B that
indicates the number of rotations applied to each
identity matrix. This structure allows a compact
representation, facilitating efficient hardware im-
plementation and significantly reducing the com-
putational cost of encoding and decoding, which
is essential for CV-QKD systems with large block

sizes.

The matrix H can be represented by the base ma-
trix B of dimensions my X np, whose elements
bije —1,0,1,2,...,0~—1 indicate the shift ap-
plied to an identity matrix of dimensions Q x Q.

Thus, the value —1 denotes a null block (Q x Q
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Technique Best for SNR (dB) Computational | Reconciliation Effi-
Complexity ciency

Multidimensional Long distances Low (=20-0dB) High High (> 95%)

MLC-MSD Medium distances | Medium (—3-5dB) | Medium High (> 94%)

Slice Reconciliation | Short distances High (> 5dB) Low Medium (90-93%)

Table 1: Comparison of the main reconciliation techniques in CV-QKD.

matrix of zeros), and the other values represent
the number of positions in which the identity ma-
trix should be circularly shifted to form the corre-

sponding set [7].

This model allows the generation of large matrices
using only the base matrix and the parameter Q,
making QC-LDPC a highly scalable alternative.
Moreover, the quasi-cyclic structure preserves the
sparsity of the parity-check matrix, which is cru-
cial for the good performance of the decoding al-

gorithm.

Another advantage of the QC structure is its sys-
tematic encoding process based on the base ma-
trix. The techinique involves generating the code-
word divided into Q sized sets, replacing matrix
multiplication operations by circular shifts (a char-
acteristic of multiplication by a rotated identity

matrix) [7].

4. LDPC codes for CV-QKD

In the IR stage of CV-QKD systems, error cor-
rection is essential to ensure key agreement be-
tween Alice and Bob, given that quantum sig-
nals are highly susceptible to noise due to the
low signal-to-noise ratio (SNR) of the channel [1].

LDPC codes are widely employed in this phase,
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and for scenarios involving extremely low SNR,
new design approaches for these codes are re-
quired. In this context, Multi-Edge Type LDPC
(MET-LDPC) codes stand out for their flexibility
in tuning the degree distributions through multi-
ple edge types in the Tanner graph, enabling op-
timization for low-rate regimes and performance
close to the Shannon limit [2}5]. When combined
with Quasi-Cyclic (QC) constructions, these codes
allow for efficient implementations with reduced
latency and computational complexity—features
that are highly desirable for practical CV-QKD ap-

plications.

4.1. LDPC Multi-Edge Type

Multi-Edge Type LDPC (MET-LDPC) codes gen-
eralize both regular and irregular LDPC codes
by introducing multiple edge types in the Tan-
ner graph, allowing greater flexibility in defining
the degree distributions of the nodes. This uni-
fied structure enables efficient modeling of codes
with both uniform and non-uniform distributions,
adapting them to varying channel conditions. A
key advantage of MET-LDPC codes over conven-
tional LDPC codes is their ability to achieve per-

formance close to the Shannon limit, particularly
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in low-rate regimes such as Information Reconcil-
iation (IR) in CV-QKD systems, where they oper-
ate robustly even under extremely low SNR con-

ditions [48]].

The formal description of a MET-LDPC code fam-

ily is given by two multivariate polynomials:

= Zde‘flng o )

Z ¥, xl x2 x, 3)

where Q(X) and W(X) describe the variable nodes

and parity-check nodes, respectively.  Unlike
single-variable polynomials, as described in Sec-
tion [T} these polynomials have multiple vari-
ables, each corresponding to a distinct edge type.
The multivariate representation allows describing
codes with ¢ types of connections, characterized by
degree vectors [d},dy, ...,d;], where each compo-
nent d; indicates the number of sockets associated
with edge type i. The coefficients Q; and ¥, thus
denote the fractions of variable and check nodes
exhibiting the corresponding connection profiles

defined by the degree vector [8]].

In Ref. [S)], a MET-LDPC code is represented by
the polynomials Q and ¥ given by equations4]and
5] These polynomials indicate that approximately
2.25% of the nodes have 2 sockets connected by
edges of type 1 and 52 sockets connected by edges

of type 2, with no sockets connected by edges of
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type 3, and so forth. Figure [2|illustrates the struc-

ture of the LDPC code family generated by these

polynomials.
Q(r,X) = 0.0225r1x73x32 +0.0175r1 633" +0.96r1x3  (4)
() = 0.0165x] 40.0035x] +0.2475x3x3 +0.71253x3  (5)

,,._»—f—’ } 0.0165 N

) "
0.0225 N { — !
\ ] dge
3 0
‘ r\
e } 0.0035 N

} 0.2475 N
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096 N

Figure 2: Tanner graph corresponding to the MET-
LDPC code specified by polynomials ] and [5] with
variable nodes depicted as circles and check nodes de-
picted as squares.

Unlike the traditional Tanner graph, the structure
of MET-LDPC codes features an additional layer
of edge types, forming a cascaded architecture. In
this configuration, the first edge type represents
the irregular portion of the code, while the in-
termediate types connect this region to the final
edges, which are in turn connected to variable and
check nodes with a single socket. This organi-
zation 1is crucial for error correction in very low

SNR scenarios, ensuring improved decoding effi-
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ciency [S].

As described in Section 3.1, QC codes are de-
fined by parity-check matrices constructed from
a g X q array of cyclically shifted identity matri-
ces and g X g zero matrices. The design of QC-
MET-LDPC codes is performed by repeating the
multi-edge random sampling process using a block
length of g instead of n to obtain a base Tanner
graph ¢p. The base parity-check matrix Hp is de-
rived from ¥ by replacing each nonzero element
with a randomly chosen integer from the set [0, q).
The matrix H is then obtained from Hp by substi-
tuting each nonzero value i with an identity matrix

I; cyclically shifted by i positions [2]].
4.2. Encoder and Decoder LDPC

Given a message i of length k, there are several
ways to encode this message using a parity-check
matrix H generated by an LDPC code of dimen-
sion (n— k) x (n). This encoding produces a code-
word ¢ of length n. Note that since ¢ has length n,
the encoding process essentially consists of adding
redundancy of length (n — k) to the message. Typ-
ically, this is achieved by constructing a generator
matrix G from H. To obtain G, H is transformed
into the standard systematic form Hy; via a Gaus-
sian elimination process, such that Hy, = [P|I],
where P is the parity portion and / is an identity
matrix. From H,, the generator matrix is given
by G = [I|PT], and G satisfies GH!, = 0. The

codeword is then obtained as & = #G” [6].
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In the decoding stage, the algorithm commonly
used is Belief Propagation (BP), an iterative
message-passing algorithm aimed at converging to
a valid codeword ¢ by updating probabilities be-
tween variable and check nodes over the Tanner
graph. The most common variant of the BP algo-
rithm is the Sum-Product algorithm. The scheme
illustrated in Figure |3| details each step of this al-

gorithm.

™
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Figure 3: Steps of the Sum-Product Belief Propaga-
tion algorithm. (1) Message propagation from check
nodes to variable nodes. (2) Backward message prop-
agation from variable nodes to check nodes. (3) Esti-
mates for the calculation of ¢.

The decoding algorithm begins with step 1, in
which the variable nodes receive the a priori log-
likelihood ratios (LLRs) L, from the BI-AWGN
channel. Next, message passing is performed from
the check nodes m to the variable nodes n, using

the following equation:

L,
Liysn = 2arctanh( H tanh (ﬂ))
n'e N (m)\n 2

(6)
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where n’ € 4" (m) \ n denotes the set of variable
nodes connected to the check node m, excluding

the node 7 that is currently receiving the message.

In step 2, message propagation occurs in the
reverse direction, from check nodes to variable
nodes. For each variable node n, the message sent

to check node m is updated according to:

L, sm=L,+ Lm’—>n7
m' €M (n)\m

(7

where m' € .4 (n) \ m denotes the set of check
nodes connected to the variable node n, excluding

node m.

Step 3 corresponds to the generation of the initial
estimate of the codeword after the first propaga-
tion iteration. For each variable node n, the output

value is computed as

Ly sour =Ly + Z Lm/—>n7
m'eH (n)

®)

and the hard decision of the corresponding bit es-

timation is carried out using the rule:

R 05 lf Ln%out > 07
Cn = )
1, otherwise.

5. Practical Applications

Several studies have explored advanced methods
to optimize the implementation of LDPC codes,

aiming to maximize reconciliation efficiency, in-
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crease system throughput, and reduce the frame
Ref. [2] pro-
posed the use of QC-MET-LDPC codes with a

error rate in CV-QKD systems.

block length of 10° bits, enabling the reduc-
tion of decoding latency during key reconcilia-
tion over long distances. The GPU implementa-
tion demonstrated secret key generation rates of
4.10 x 1077 bits per pulse for distances ranging
from 100 km to 160 km, with throughput up to
8.03 times higher than the upper bound on se-
cret key rate limit, effectively removing reconcil-
iation as a bottleneck. Additionally, Ref. [3]] ex-
tended the MLC-MSD scheme to reverse recon-
ciliation in CV-QKD, identifying optimal coding
rates over a wide range of SNRs (from -20 dB
to 10 dB) and introducing G-EXIT charts as an
analytical tool for evaluating MET-LDPC codes.
The authors demonstrated asymptotic efficiencies
exceeding 98% and highlighted the superior per-
formance of multidimensional reconciliation with
d = 8 in extremely low SNR regimes.

Ref. [9] proposed a rate-compatible MET-LDPC

Finally,

coding scheme based on parity bit puncturing, en-
abling dynamic adaptation to channel quality us-
ing a single encoder/decoder pair. The scheme sig-
nificantly reduces system complexity, eliminates
the need for additional error-detection codes, and
extends the usable SNR range by a factor of 1.44,
with up to a 2.10-fold improvement in the secret
key rate. This makes Information Reconciliation
(IR) more efficient and robust for practical CV-

QKD applications.
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6. Conclusions

The research conducted led to the conclusion that
MET-LDPC codes demonstrate superiority in ex-
tremely low SNRs, enabling the design of more ef-
ficient and adaptable reconciliation schemes under
varying noise conditions. Concurrently, computa-
tional improvements of QC-LDPC solutions play
a crucial role in reducing latency and increasing
throughput, ensuring viable real-time implemen-
tations. These combined techniques, MET-QC-
LDPC, can serve as a foundation for construct-
ing codes applicable to various practical scenar-
10s, including the optimization of IR in CV-QKD
systems operating at very low SNRs, thereby ex-
tending the range and efficiency of QKD on long-
distance optical communications. Furthermore,

the concept of adaptive rates may provide a solu-

tion for implementing robust CV-QKD systems.
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