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Abstract

Enzymatic immobilization of lipases by adsorption can significantly enhance stability, preserve their properties, and
enable the reuse of enzymes in industrial and laboratory processes, particularly in esterification. In industrial and
laboratory applications, the XGBoost algorithm emerges as a promising tool for predictive modeling of the enzymatic
immobilization of lipases by adsorption. This study is designed to predict the parameters associated with enzyme
immobilization esterification, such as the substrate conversion rate, the number of reuse cycles, and the ideal
temperature for the process. The methodology employed XGBoost, a boosting-based machine learning algorithm, to
construct a predictive model that identifies complex relationships. Input variables included the name of the lipase, the
immobilization support with its active chemical groups, the molarity of the buffer’s ion, the immobilization time and
temperature, and the substrate used to measure the enzymatic activity. The output variables were the number of reuse
cycles, the optimal temperature for esterification, and the substrate conversion rate. The approach provided predictions
about the ideal temperature to carry out esterifications with lipases immobilized by adsorption, the number of cycles
supported with 60% of activity, and the substrate conversion efficiency. The predictions made by XGBoost underscore
its effectiveness in handling complex data, thereby advancing our understanding and control of enzyme immobilization
processes and contributing to the development of predictive methods in chemical and biotechnological engineering.
These findings have practical applications in industrial and laboratory contexts, potentially improving the efficiency and
cost-effectiveness of enzyme immobilization processes.
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Lipase immobilized by adsorption can be used in

1. Introduction

Enzymatic immobilization of lipases by
adsorption is a consolidated technique that offers
several advantages in using these enzymes in
various industrial and laboratory processes. The
fixation of enzymes on solid supports through
adsorption makes it possible to improve the
stability parameters of lipases, providing protection
against variations in pH and temperature and
making them more robust and efficient over time
[1].

In addition to  improving  stability,
immobilization by adsorption allows the reuse of
lipases in multiple reaction cycles, thus making
enzymatic processes economically viable [1].

esterification solutions and is essential for chemical
products such as esters, which are widely used in
the food, cosmetic, and pharmaceutical industries.
This process contributes to the sustainable and
economically  viable production of these
compounds [1,2]. Immobilized enzymes, especially
lipases, are indicated as effective tools in
esterification  processes, which involve the
formation of esters from acids and alcohol. Due to
the high specificity and catalytic efficiency of
immobilized lipases, it is possible to achieve a high
yield in the production of esters, operating under
milder temperature and pressure conditions. In
addition, using immobilized enzymes reduces the
need for aggressive organic solvents, promoting a
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more sustainable and economically advantageous
process [3].

The need to improve and predict the behavior of
immobilized enzymes has led to the adoption of
predictive modeling techniques, such as the
XGBoost algorithm [4].

This algorithm 1is particularly effective in
handling large volumes of data and complex
models. It offers excellent generalization
capabilities and avoids the capture of noise and
irrelevant features, known as overfitting. Due to its
high computational efficiency, ability to analyze
variable importance, and ability to handle missing
data, XGBoost is widely used in regression and
classification tasks [4].

In this context, the objective of this study is to
predict the parameters related to enzyme
immobilization esterification, such as the substrate
conversion rate, the number of reuse cycles, and
the optimal process temperature, using the
XGBoost algorithm. The prediction will be made
based on data extracted from articles available in
the scientific literature.

2. Methods

The methodology used in this work was adapted
from Chai et al (2021) [5] and Kang et al (2023)
[6], with modifications. The dataset consists of 9
inputs: DOI of the paper, source of enzyme,
support,  group’s support, ionic  strength,
immobilization time, and temperature and 3
outputs: number of cycles in which 60% of the
activity of the enzyme is preserved, optimum
temperature, and esterification conversion. The
main sources of data collection were Scopus,
PubMed, and Google Scholar.

After the data integration, the rows were
preprocessed (filling of missing values and
conversion of string into float values) and divided
into train and test sets, the final size of the sets
being 48 points for the non-augmented train set,
768 points for the augmented version, and 6 points
for the test. In order to improve the generalization
capacity of the XGBoost Regressor, gaussian noise
injection was used as a data augmentation
technique to expand the size of the training set. It is
worth mentioning that the function utilized in this
work can be described as:

__1 —(x—w
P(x) = P =L (1)
Where 1 represents the mean of x, ¢ the standard
deviation, and x the Gaussian noise to be generated
and added to a virtual copy of the set during
various iterations, followed by the addition to the
original train set, which gives the final set used to
feed the algorithm. To optimize the results of the
predictions, 5-fold cross-validation and
GridSearchCV [5] were employed to filter the
hyperparameter values and give more accurate
predictions. As the final step, the coefficient of
determination (R2), Mean absolute error (MAE),
and Root Mean Squared Error (RMSE) [5] were
calculated for the train points and the absolute error
for the test set.

3. Results & Discussion

First, the dataset size used to train the model was
evaluated, and the esterification reaction
conversion was selected as an output. The initial
attempt to train the model without an augmented
dataset resulted in relatively good adjusted R* but
poor fit for the more distant values, from 60 to
approximately 80% (see Figure 1). This
unsatisfactory performance underscored the need
for an augmented dataset, leading to the
implementation of Gaussian noise injection to
enhance the model performance, see Figure 2.
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Fig. 1. Scatterplot for esterification reaction
conversion (non-augmented train set).
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Fig. 2. Scatterplot for esterification reaction
conversion (augmented train set).

The scatterplot and adjusted R? show that there
is a strong correlation and explained variance of
the output, see Figures 2 and 3. This is confirmed
by the values of MAE and RMSE, which give
relatively low errors for an average performance of
predictions. The absolute error plot demonstrated
that approximately 95% of the data contains an
error of less than 10, the maximum deviation being
25 (% refers to the unit of .
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Fig. 3. Absolute error plot for esterification
reaction conversion (%).

Since the data concerning the number of the
days with 60% of enzymatic activity preserved was
not present for many papers, it was not possible to
obtain a reliable plot for this variable. This is due
to the scarceness of information present in the
literature, which shows the lack of interest for the
measurement of this metric regarding the
immobilization process for this biocatalyst.

As for the optimum temperature (Figures 4 and
5), the model could represent the experimental data
since the predicted values are close to the observed
values. The relation is robust even with some
points of the central line with scarce quantities of
data points.
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. 4. Scatter Plot for optimum temperature (°C).
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Fig. 5. Absolute error plot for optimum
temperature (°C).

After the training process, the model's
performance was evaluated using a separate set of
data that was not included in the training. The
results are documented in Table 1. Despite the
differences between the predicted and observed
results for some points, the model can indeed be
utilized. However, its accuracy could be further
enhanced by incorporating more real-world data
from other works.



MACEIO - ALAGOAS

15° ENCONTRO BRAS

19

IRC

15th Brazilian Meeting about Adsorption

Table 1. Absolute errors for the test set.

Metric Conversion ~ Number Optimum
(%) of cycles  temperature
(days) °O
Biggest 29.24 58.26 1.49
absolute
error (test)
Smallest 4.05 0.52 0.26

absolute
error (test)

4. Conclusion

The XGBoost algorithm was effectively
employed to predict the effect of immobilization
on esterification by lipases, using input variables
such as the type of lipase, the immobilization
support, and other experimental conditions. The
developed predictive model successfully identified
complex relationships. However, it's crucial to
acknowledge that a more diverse expanded
experimental set is required to further enhance the
model's accuracy. These results provide valuable
insights for improving industrial and laboratory
processes and highlight the potential of XGBoost

for driving advancements in  enzyme
immobilization.
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