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Abstract: This work presents SARA (Semi-Automated Review and Analysis System), an approach that
integrates Large Language Models (LLMs), topic modeling, and semantic search to support Systematic
Literature Reviews (SLRs). As a use case, SARA was applied to the domain of integration between classi-
cal networks and secure quantum communications, covering Quantum Key Distribution (QKD) and Post-
Quantum Cryptography (PQC). The system performed deduplication, pre-selection, categorization, and
ranking of articles, prioritizing publications with higher potential for scientific contribution. The results
indicate a predominance of studies on QKD, followed by PQC and hybrid approaches, with emphasis on
telecommunications, IoT, and critical systems. SARA proved effective in identifying publications aligned
with the researcher’s queries as well as conceptually related studies, demonstrating its potential to optimize
SLR processes in emerging technological areas.
Keywords: Systematic Literature Review. Topic Modeling. Semantic Search. LLMs. Quantum-Safe Com-
munications.
Abbreviations: SARA, Semi-Automated Review and Analysis System. LLM, Large Language Model. QKD,
Quantum Key Distribution. PQC, Post-Quantum Cryptography. SLR, Systematic Literature Review. NLP,
Natural Language Processing.

1. Introduction

The volume of scientific publications has grown

exponentially in recent decades, driven by digi-

tal dissemination and broad accessibility to spe-

cialized databases. This trend makes the exe-

cution of Systematic Literature Reviews (SLRs)

increasingly challenging, as they demand time,

methodological rigor, and substantial human ef-

fort. With the advancement of Large Language

Models (LLMs), such as GPT and its variants, a

growing number of studies explore their use to

optimize different phases of the SLR process [1].

Hybrid approaches that combine LLMs with hu-

man review have been shown to reduce screening

and data extraction time while maintaining high

accuracy [2], whereas techniques based on contex-

tual embeddings and deep learning have demon-

strated effectiveness in pre-classification and the-

matic clustering of articles, thereby accelerating

the initial screening stages [3].

In recent years, the volume of publications re-

lated to quantum technologies applied to informa-

tion security has grown rapidly, following the mat-

uration of prototypes and the execution of field

tests, such as the example of the Rio Quantum

Metropolitan Network [4]. This progress is driven

both by the race to enable unbreakable communi-

cations and by concerns about the so-called “quan-

tum apocalypse,” the possibility that sufficiently
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powerful quantum computers could compromise

currently deployed cryptographic algorithms [5].

Among the approaches to mitigate this risk, two

stand out: (i) Quantum Key Distribution (QKD),

which uses a quantum channel to securely share

cryptographic keys between two parties, leverag-

ing fundamental principles of quantum mechan-

ics and relying on a classical channel for authen-

tication [6]; and (ii) Post-Quantum Cryptogra-

phy (PQC), which employs encryption algorithms

based on mathematical problems considered hard

even for quantum computers [7]. Although dis-

tinct in their implementation, QKD and PQC pur-

sue the same goal: ensuring that communication

remains secure against adversaries equipped with

quantum capabilities.

In this context, the need for tools capable of per-

forming pre-selection, classification, and ranking

of publications based on semantic criteria becomes

evident. This study proposes and applies a semi-

automated approach to SLR, which we designate

as SARA (Semi-Automated Review and Analysis

System). SARA enables the initial screening

and categorization of relevant scientific articles by

integrating Natural Language Processing (NLP)

techniques with LLMs. For this use case, our fo-

cus lies on three main objectives: (i) the integra-

tion of classical systems with quantum technolo-

gies, including PQC, QKD, or both; (ii) the mod-

eling of major recurring topics in the field; and

(iii) the semantic retrieval of the most relevant ar-

ticles, prioritizing those with the greatest potential

for scientific contribution.

2. Related Work

Research on computational methods to support

SLRs has evolved rapidly, following the progress

of NLP techniques, deep learning, and, more re-

cently, LLMs [8]. Existing approaches vary in

scope and degree of automation, ranging from

workflows based on traditional machine learning

to interactive systems with semantic understand-

ing capabilities. Despite significant advances, few

studies fully integrate researcher-driven question-

oriented ranking mechanisms, topic modeling, and

contextual semantic search—key elements for pri-

oritizing the most relevant publications in complex

domains.

Table 1: Comparison of related works. Columns:
(1) Use of LLMs; (2) Question-oriented ranking;
(3) Topic modeling; (4) Semantic search; (5) Year
of publication.

Ref. (5) (1) (2) (3) (4)
[9] 2021 No No Yes Yes
[10] 2022 No Partial Yes Yes
[11] 2022 No Partial No Partial
[2] 2024 No No Yes Partial
[8] 2025 Yes Yes Yes Yes

SARA 2025 Yes Yes Yes Yes

As shown in Table 1, [9] present a semi-automated

workflow combining Random Forest, SVD, LDA,

and embeddings, reducing the screening workload

by 55–63%. [10] combine BERT embeddings,

BERTopic, and semantic retrieval, enabling inter-

active query-based filtering. [2] apply bibliomet-
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ric analysis and topic modeling to map research

trends, but without embedding-based semantic re-

trieval. [11] review active learning for screen-

ing, with human feedback influencing prioritiza-

tion. Finally, [8] integrate LLMs for summariza-

tion, classification, and question-guided ranking,

combining semantic search with topic modeling.

The SARA approach distinguishes itself by in-

tegrating four key elements: LLMs, question-

oriented ranking, topic modeling, and seman-

tic retrieval. Unlike prior works [8], SARA

links researcher queries directly to corpus themes,

enabling dynamic score adjustment and more

accurate prioritization, while streamlining pre-

selection to reduce human effort. As a toy example

for demonstrating SARA, the case study on Classi-

cal–Quantum Integration for Secure Communica-

tion was based on prior studies on edge–quantum

frameworks [12], hybrid cryptographic protocols

[13, 14], and QKD co-simulation [15]. Section 3

details SARA’s architecture, techniques, and im-

plementation. The following Section 3 provides

a detailed description of SARA’s architecture, the

techniques employed, and the implementation pro-

cess.

3. Methodology

The methodology adopted in this study is designed

to conduct an SLR in a semi-automated manner,

aiming to reduce human effort in the initial stages

of article screening and organization. The method-

ological workflow, illustrated in Figure 1, com-

prises four main stages: (i) data collection and

deduplication; (ii) LLM-based pre-selection; (iii)

topic modeling; and (iv) semantic search. This

process, referred to as SARA, spans from the ini-

tial deduplication to the final prioritization of ar-

ticles, incorporating topic modeling and question-

guided semantic ranking.

Deduplication

Structured prompt for classifying 
and ranking articles according to 
researcher-defined key questions.

39956419

1414

1057

911Topic Modeling 
with LDA

Semantic 
Search

Filtering and
Classification

911

Figure 1: Methodological workflow of the SARA
approach. The process begins with corpus dedu-
plication, followed by automatic evaluation of the
abstracts through a structured prompt, topic mod-
eling with LDA, and semantic search. In the final
stage, articles are filtered, classified, and ranked
based on the answers to the researcher’s questions.

3.1. Search String Construction

As a preliminary step, a standardized search string

was developed to maximize the relevance of re-

sults across the three databases consulted (IEEE

Xplore, Scopus, and ACM Digital Library), ensur-

ing the retrieval of publications aligned with the

research scope. The query was constructed using
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Boolean operators applied to the abstract field:

(("Quantum Key Distribution" OR "QKD" OR

"Quantum Cryptography" OR "Quantum Key Ex-

change" OR "Post-Quantum Cryptography" OR

"PQC" OR "Quantum-Resistant Cryptography"

OR "Quantum-Safe Cryptography") AND ("inte-

gration" OR "interoperability" OR "migration"

OR "framework" OR "compatibility" OR "commu-

nication protocol"))

The first set of terms refers to the target technolo-

gies of this review: QKD, PQC, and terminolog-

ical variations associated with quantum and post-

quantum cryptography; while the second set en-

compasses concepts related to system integration

and interoperability, ensuring that the retrieved re-

sults included studies addressing both the techno-

logical aspects and their application in communi-

cation architectures.

The results obtained from the three databases were

exported in CSV format, consolidated, and sub-

jected to a deduplication process based on title,

year, and DOI matching (when available, as not

all articles provided this identifier), resulting in a

total of 1,057 articles.

3.2. Automated Pre-selection with the LLM

(GPT)

A structured prompt was designed for the auto-

matic evaluation of abstracts, covering five crite-

ria: (1) technologies mentioned — PQC, QKD,

both, or none; (2) integration with classical net-

works — real implementation, simulation, con-

ceptual proposal, or no integration; (3) applica-

tion or prototype — presence and description; (4)

technical challenges — quantitative, qualitative, or

both; and (5) application domains — up to ten pos-

sible areas.

Each criterion was assigned a specific score, with

items (1) and (2) defined as exclusion criteria—if

both are classified as “None,” the article receives

a score of –10 and is automatically excluded from

the SLR. Items (3), (4), and (5), in turn, are classi-

ficatory: if the abstract explicitly reports an appli-

cation, technical challenge, or application domain,

1 point is assigned for each occurrence. Finally,

the articles are ranked based on the sum of scores,

resulting in a reduced set of 911 studies with po-

tential relevance.

3.3. Topic Modeling (Latent Dirichlet Alloca-

tion – LDA)

For the thematic organization stage, the LDA al-

gorithm was employed [16], aiming at the au-

tomatic detection of predominant topics within

the set of pre-selected articles. The abstracts are

pre-processed and subsequently submitted to LDA

modeling, which enables the identification of la-

tent topics and the clustering of studies into repre-

sentative macro-themes of the field [17].
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3.4. Semantic Search Based on Embeddings

After the topic modeling stage with LDA, the re-

sults are used to guide the retrieval of semanti-

cally relevant documents. For this task, the pre-

trained model all-MiniLM-L6-v2, provided by the

Sentence-Transformers library, is adopted to con-

vert both abstracts and researcher queries into

dense vector representations. The similarity be-

tween documents and queries is computed using

the cosine metric, enabling the identification of re-

lated publications even in the absence of exact lex-

ical matching [18, 19].

To enhance retrieval quality, each textual repre-

sentation was enriched with complementary in-

formation automatically extracted by an LLM

(ChatGPT-4), incorporating essential aspects such

as the application, the type of technology ad-

dressed (PQC, QKD, or both), and the proposed

level of integration (real, simulated, or concep-

tual). This semantic enrichment increased the

model’s ability to capture contextual nuances, re-

sulting in more accurate recommendations aligned

with the objectives of the review.

The complete SARA workflow, from the initial

deduplication to the final prioritization of articles,

is presented in Figure 1, highlighting the stages

of topic modeling and question-guided semantic

ranking, along with semantic search. The next sec-

tion presents the results obtained through the ap-

plication of this workflow, discussing both the per-

formance of individual stages and the overall con-

tributions of the system to conducting Systematic

Literature Reviews in the domain of QKD–PQC

integration.

4. Results and Discussion

The application of the SARA approach led to the

identification and categorization of a significant

set of articles distributed across the technologies

considered in this review: QKD, PQC, and hybrid

approaches combining both, with the prerequisite

of integration into classical networks, that is, the

infrastructure and technologies currently in use.

As shown in Figure 2, a predominance of publi-

cations exclusively related to QKD was observed

(497 articles), followed by PQC (306 articles),

and, to a lesser extent, studies addressing QKD

and PQC simultaneously (71 articles). This distri-

bution highlights not only the more advanced stage

of the literature on QKD but also the growing, al-

beit still limited, exploration of hybrid solutions

integrating both technologies—an aspect particu-

larly relevant to this research, given its focus on

secure integration strategies between classical and

quantum systems.

The analysis of application domains (Figure 3)

shows a predominance of the telecommunications

and 5G sector, reflecting the relevance of QKD and

PQC for securing high-capacity and low-latency

channels. Next, IoT/Edge, government/defense,

data centers/cloud, and satellite-based systems
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Figure 2: Distribution of the identified articles by
technology: QKD, PQC, and hybrid approaches
(QKD+PQC).
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Figure 3: Distribution of articles by application
domain of QKD and PQC technologies.

stand out, evidencing the interest in strengthen-

ing the security of critical networks and sensitive

infrastructures. Areas such as blockchain/DLT,

industrial systems, the financial sector, and con-

nected vehicles also indicate the broad potential

for adopting these technologies within the digital

ecosystem.

To evaluate the ability of the SARA approach

to identify publications aligned with specific re-

searcher queries, the following question was for-

mulated: “What research applies quantum key

distribution (QKD) or post-quantum cryptography

(PQC) in 5G or telecommunications networks?”.

The semantic search, using vector embeddings and

cosine similarity calculation, returned a set of arti-

cles ranked according to their semantic proximity

to the query. Figure 4 shows the two-dimensional

projection (PCA) of this vector space, where blue

points represent the articles selected as most rele-

vant, and the red point indicates the vector position

of the query within the same space. Gray points

correspond to non-selected articles. This result

demonstrates that SARA not only locates publica-

tions that share terms with the query but also those

that exhibit conceptual relationships even with dif-

ferent vocabularies, assigning a quantitative de-

gree of similarity that enables the prioritization of

the most pertinent readings.

Figure 4: Two-dimensional projection (PCA) of
the vector space resulting from the semantic search
for the query “What research applies quantum key
distribution (QKD) or post-quantum cryptography
(PQC) in 5G or telecommunications networks?”.
Blue points represent the articles selected as most
relevant, gray points indicate non-selected articles,
and the red star corresponds to the query position
in the semantic space.

In summary, the results confirm that SARA ef-
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fectively integrates topic modeling, semantic en-

richment, and question-guided ranking, optimiz-

ing the selection and prioritization of articles in

SLRs. The system demonstrated the ability to

retrieve publications aligned with queries and to

identify conceptually related studies even in the

absence of lexical matching. The predominance of

telecommunications and 5G underscores the rele-

vance of QKD and PQC for the security of crit-

ical networks, while hybrid solutions emerge as a

promising field. These findings consolidate SARA

as a useful tool for research in emerging techno-

logical domains.

5. Conclusion

This work presented the SARA approach, a semi-

automated methodological workflow to support

SLRs, integrating topic modeling, semantic en-

richment, and question-oriented ranking, with

a focus on the domain of integration between

classical networks and secure quantum commu-

nications (QKD and PQC). The application of

SARA demonstrated that combining NLP tech-

niques with LLMs can significantly reduce hu-

man effort in article screening and prioritization

while maintaining high relevance in the results.

The analyses showed that, in addition to retrieving

publications directly aligned with the researcher’s

queries, the system is capable of identifying con-

ceptually related studies even in the absence of co-

inciding terms, an essential aspect in areas with di-

verse and rapidly evolving technical terminology.

The main contributions are: (i) integrating topic

modeling with semantic search for corpus orga-

nization; (ii) leveraging LLM-based enrichment

to enhance retrieval; and (iii) enabling dynamic

question-driven ranking to guide review focus.

The study further underscores the relevance of

QKD and PQC for critical sectors, particularly

telecommunications, IoT, and hybrid systems.

As future work, we propose: (i) expanding the

analyzed dataset by incorporating multiple in-

dexed sources and gray literature; (ii) exploring

alternative embedding architectures and retrieval-

augmented generation (RAG) models to improve

semantic search precision; (iii) incorporating

quantitative evaluation metrics such as precision,

recall, and F1-score to measure performance ob-

jectively; and (iv) adapting SARA to other sci-

entific domains, validating its generalization and

comparing it against traditional SLR approaches.
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